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In brief

Lehr and Br€uckner et al. develop an

in vitro differentiation system that

produces self-organized patterns of cell

types similar to the ones observed in the

dorsal neural tube. They find that to form

these patterns, cells respond to

sequential phases of BMP signaling, and

they show how these phases are

regulated.
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SUMMARY
Developing tissues interpret dynamic changes inmorphogen activity to generate cell type diversity. To quan-
titatively study bone morphogenetic protein (BMP) signaling dynamics in the mouse neural tube, we devel-
oped an embryonic stem cell differentiation system tailored for growing tissues. Differentiating cells form
striking self-organized patterns of dorsal neural tube cell types driven by sequential phases of BMP signaling
that are observed both in vitro and in vivo. Data-driven biophysical modeling showed that these dynamics
result from coupling fast negative feedback with slow positive regulation of signaling by the specification
of an endogenous BMP source. Thus, in contrast to relays that propagate morphogen signaling in space,
we identify a BMP signaling relay that operates in time. This mechanism allows for a rapid initial concentra-
tion-sensitive response that is robustly terminated, thereby regulating balanced sequential cell type gener-
ation. Our study provides an experimental and theoretical framework to understand how signaling dynamics
are exploited in developing tissues.
INTRODUCTION

During development, several morphogens are reused in multiple

tissues to control pattern formation and tissue growth. It is

becoming increasingly clear that the temporal dynamics of

morphogen signaling are relevant for pattern formation.1–3

Multiple temporal features, such as duration of signaling or rate

of change of signals over time, have been linked to downstream

responses.4–7 Nevertheless, in many systems, how the temporal

dynamics of signaling are controlled and linked to cell fate

decisions is unclear.

In the developing mouse spinal cord, pattern formation along

the dorsal-ventral (DV) axis occurs in response to opposing

bone morphogenetic protein (BMP) and sonic hedgehog (SHH)

signaling gradients.8 In the dorsal spinal cord, the acquisition

of distinct neural progenitor identities has been proposed to

depend on BMP levels, signaling duration or ligand type.9–12

Yet, linking these dependencies to the dynamics of the BMP

signaling gradient has been challenging. The spatiotemporal

profile of BMP signaling in mouse has been measured in the

closed neural tube,13,14 but the earlier dynamics and the mech-

anisms that underlie the establishment of the gradient are poorly

understood. BMP ligands are first expressed within the adjacent

surface ectoderm, and later their expression is initiatedwithin the

dorsal-most cells of the neural tube, termed the roof plate
Developmental Cell 60, 567–580, Febr
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(RP).15,16 BMP ligands produced by both sources signal to the

neural tube.

Besides the changing geometry of the BMP sources, the BMP

signaling gradient in the neural tube forms concurrently with

ongoing pattern formation and tissue growth, as well as morpho-

genetic changes resulting from neural crest (NC) development.

Soon after their specification, the dorsally located NC progeni-

tors undergo epithelial-to-mesenchymal transition and migrate

out of the neural tube. The remaining progenitors give rise to

spatially ordered domains consisting of RP, marked by LMX1A

expression, and dorsal neural progenitor subtypes dp1–6 (Fig-

ure 1A).17–19 How the dynamics of NC, RP, and neural progenitor

specification interplay with the dynamics of the BMP signaling

gradient remains unclear.

Here, we establish a two-dimensional (2D) in vitro system for

mouse embryonic stem cell (ESC) differentiation with controlled

geometry to study morphogen-driven pattern formation of the

dorsal neural tube. This system uses stencils to achieve stereo-

typed geometry, and unlike other micropattern techniques,20–22

it allows for tissue growth and cell migration. Our differentiation

protocol yields reproducible self-organized patterns of dorsal

neural tube cell types upon exposure to BMP. Strikingly, cells

respond to a BMP signaling gradient that is activated in two

sequential phases. We show that these biphasic dynamics result

from a network of interconnected negative and positive
uary 24, 2025 ª 2024 The Authors. Published by Elsevier Inc. 567
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feedback loops that work on different timescales. Our analysis

shows that the transcription factor LMX1A is a key mediator

that relays the initial input to the formation of an endogenous

BMP source. Our study identifies how the response to a

morphogen self-generates complex spatiotemporal signaling

dynamics that robustly encode cell diversity.

RESULTS

In vitro differentiated dorsal neural tube progenitors
self-organize following a defined spatiotemporal
sequence
Directed differentiation of ESCs provides a tractable system to

investigate how cells interpret signals. Cells of the posterior neu-

ral tube (Figure 1A) arise from neuromesodermal progenitors

(NMPs).23,24 To generate these cell types in vitro, we based our

approach on a monolayer protocol for generating mouse

NMPs.25 Sustained WNT activation in NMPs promotes paraxial

mesoderm differentiation,25 while BMP promotes lateral meso-

derm identities.26 By contrast, WNT signaling downregulation

and treatment with retinoic acid (RA) promotes neural identi-

ties.27 BMP4 is a dorsalizing factor in the developing neural

tube,15 hence we reasoned that exposure of NMPs to BMP4 in

parallel with RA will generate dorsal neural tube progenitors (Fig-

ure 1B). Remarkably, we found that exposure of NMPs to 0.5 ng/

mL BMP4 + RA did not result in the formation of a single cell type

but in spatially patterned colonies expressing LMX1A at the pe-

riphery (Figure S1A). RNA sequencing (RNA-seq) analysis of

differentiated colonies revealed that they express genes charac-

teristic of NC, RP, and neural progenitor domains dp1–6 (Fig-

ure S1B). Expression ofHox paralogs 3–9 indicated that differen-

tiated cells had posterior hindbrain, brachial and thoracic spinal

cord axial identities (Figure S1C).

To quantitatively characterize these self-organized patterns,

we optimized their reproducibility by introducing geometric

constraints.28 Culture on micropatterned surfaces is known

to improve patterning reproducibility. However, it restricts col-

ony growth to a predefined size. For our protocol, this led to

the formation of irregular 3D structures containing clusters

of NC cells (Figure S1D). To circumvent this, we established

a protocol to initialize colonies on a defined geometry and to

subsequently allow NC migration and colony expansion as a

monolayer29 (STAR Methods). To do this, cells were seeded

on silicone stencils with circular through-holes 300 mm in

diameter. After �20 h, before the CHIR pulse, stencils are

removed (Figure 1B). This approach yields (2D) colonies in

which all dorsal neural tube cell types are arranged in their

correct spatial order, with migrating NC at the periphery and

dorsal neural progenitors in the center (Figures 1C and 1D).

The SOX2+ neural progenitor core increases in size �5-fold

over 96 h (Figures 1E and 1F).

To understand how this self-organized pattern forms, we

analyzed the spatiotemporal profiles of gene expression. At the

colony peripheries, we observed early migratory NC cells,

marked by AP2ALPHA and SOX9 (Figures 1C and 1E), as early

as 8 h after BMP4 exposure (Figures 1E and 1F). From 24 h on-

ward, SOX10+ latemigratory NC cells were observed (Figures 1C

and S1B). RP and dp1–6 genes formed nested concentric rings

positioned from periphery to center, following the same spatial
568 Developmental Cell 60, 567–580, February 24, 2025
order as in vivo (Figures 1C–1E, S1G, and S1H). Analysis of the

RP marker LMX1A showed that transcripts are first detectable

after 12 h (Figures S1E and S1F) and protein after 24 h, while

ATOH1+ dp1 progenitors appeared at 72 h (Figures 1E and 1F).

The temporal order of formation of these cell types is consistent

with their formation in vivo (Figures S1G and S1H).

Biphasic dynamics of BMP signaling underlies self-
organized cell fate patterning
The observed self-organization of cell fate patterns suggests the

formation of a BMP signaling gradient in the cell colonies. To test

this, we performed immunostaining against phosphorylated

SMAD1/5 (pSMAD1/5), a direct readout of BMP signaling, at

different time points of differentiation. This revealed that

pSMAD1/5 has a graded profile with the highest levels at the col-

ony periphery (Figures 2A and 2B). Surprisingly, pSMAD1/5 acti-

vation does not persist continuously over time but occurs in two

distinct phases. Initially, a pSMAD1/5 gradient appears rapidly

within 2 h of BMP addition (Figures 2A–2C). By 24 h, pSMAD1/

5 activity declines to levels close to background. At 48 h,

pSMAD1/5 is upregulated again in a graded manner from the

margin, reaching maximum levels from 72 h onward

(Figures 2A–2C). This raises the question of how such biphasic

dynamics of BMP signaling are regulated and related to cell

fate patterning.

To address this, we first asked whether the formation of a

pSMAD1/5 gradient and organized cell fate pattern depends

on the addition of exogenous BMP4. If no BMP is added to the

medium, the formation of organized dorsal pattern did not occur.

Instead, we observed sporadic non-patterned activation of

pSMAD1/5 and LMX1A in a small fraction of colonies but no

NC (Figures 3A and 3B).

To define critical time windows of BMP signaling for pattern

formation, we used the BMP receptor inhibitor LDN193189 to

inhibit signaling during defined time intervals. Inhibition of BMP

signaling from t = 0 h for 24 h or longer severely impaired the for-

mation of all dorsal cell types, including NC, RP, and dp1

(Figures 3C and 3D). Instead, an increasing fraction of neural pro-

genitors adopted ventral (NKX6.1+, OLIG2+) identities

(Figures 3C and 3D). BMP inhibition in the first 24 h also inhibited

subsequent pSMAD1/5 signaling (Figure 3D). Thus, the first

pSMAD1/5 phase is necessary for subsequent pSMAD1/5

signaling and the formation of self-organized cell fate pattern.

To understand whether the first phase of pSMAD1/5 is suffi-

cient for pattern formation, we treated cells with BMP4 for 24 h

and subsequently changed to medium that contained only RA.

Strikingly, in this condition, pattern formation and the

pSMAD1/5 profiles were similar to the case in which BMP expo-

sure was continuous (Figures 3A, 3B, i and iii, S2A, and S2B).

These observations suggested that cell fate patterning and

pSMAD1/5 activity after the first 24 h are independent of exoge-

nously added BMP, leading us to hypothesize that they depend

on endogenous expression of BMP ligands.

To test this, we assessed the endogenous expression of BMP

ligands using qPCR and hybridization chain reaction (HCR). The

expression of several BMP-family ligands, including Bmp6,

Bmp7, Gdf7, and Bmp4, begins at low levels at 24 h and contin-

uously increases until 96 h (Figures S2C and S2D). Like

pSMAD1/5 and LMX1A, Bmp6 and Gdf7 transcripts were
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Figure 1. 2D stencil differentiation system captures dorsal neural tube patterning

(A) Gene expression pattern in the E10.5 neural tube. RP, roof plate; FP, floor plate.

(B) Differentiation protocol (top) and stencil method (bottom) used in this study. Throughout, t = 0 is the time when exogenous 0.5 ng/mL BMP4 is added.

(C and E) Immunostainings against the indicated markers show self-organized patterns. Scale bars, 100 mm.

(D) Quantifications of gene expression profiles from immunostainings at 96 h. Color intensity, mean FI. x axis denotes distance from colony edge, defined based

on SOX2 expression, toward colony center (positive values), away from the colony (negative values). n = 23–38 colonies per gene.

(F) Mean expression area quantified from immunostainings. Dots, means of individual experiments; line, mean of all experiments. n = 26–79 (LMX1A), n = 8–64

(ATOH1), n = 12–21 (SOX9), and n = 25–52 (SOX2) colonies per gene per time point. Error bars, 95% CI.
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localized at the colony periphery (Figure S2D). This is consistent

with the possibility that these ligands induce the second phase of

pSMAD1/5 activity. Consistent with this, inhibition of BMP

signaling from 24 h onward using LDN prevents the activation

of pSMAD1/5 during the second phase (Figures 3A and 3B, iv).
The inhibition of BMP signaling with LDN from 24, 48, or 72 h on-

ward also resulted in a progressive decrease in LMX1A, SOX10,

and ATOH1 expression (Figure S2E), suggesting that ongoing

BMP signaling after the first 24 h is necessary for the correct

expansion of these cell populations. Together, these results
Developmental Cell 60, 567–580, February 24, 2025 569
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Figure 2. Biphasic temporal dynamics of

pSMAD1/5 signaling

(A) pSMAD1/5 immunostaining of cells treated with

0.5 ng/mL BMP4. Scale bar, 100 mm.

(B) Mean spatial profiles of pSMAD1/5 fluores-

cence intensity (FI) at the indicated time points.

Shaded regions, 95% confidence interval (CI). n =

36–51 colonies from 4 experiments.

(C) Maximum pSMAD1/5 FI of the spatial profiles

was determined for each time point and plotted as a

time course. Data show mean and 95% CI, sample

sizes per time point: for t = 0.8–96 h, n= 54–92 (from

6 experiments); t = 0.5–7 h, n = 8–20 (from 2 ex-

periments); t = 120 and 144 h, n = 30–31 (2 exper-

iments).
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indicate that the first peak of pSMAD1/5, which is dependent on

exogenous BMP4, is necessary and sufficient to induce a sec-

ond phase of pSMAD1/5 activity by inducing endogenous pro-

duction of BMP ligands.

A temporal signaling relay underlies the biphasic
dynamics of BMP signaling
To further investigate the mechanisms underlying pSMAD1/5

dynamics, we developed a spatiotemporal model of pSMAD1/

5 signaling (STAR Methods). In our model, pSMAD1/5 levels

depend on the local BMP concentration with constant sensi-

tivity, except for cells at the colony edge, which are more sensi-

tive to BMP (STAR Methods). Higher sensitivity to BMP at the

edge has also been observed in other micropattern proto-

cols.22,30,31 In our case, this effect may be caused by BMP

inhibitor diffusion away from the colony edge (Figures S3A

and S3B; STAR Methods). pSMAD1/5 induces the expression

of BMP ligands, consistent with the experimental data

(Figures S2C and S2D). The downregulation of pSMAD1/5 at

24 h and the observation that exogenous signaling is not

required to maintain pSMAD1/5 levels after 24 h (Figures 3A,

3B, and S2B) imply that a negative regulator is also relevant to

the dynamics. The RNA-seq dataset indicated that several

BMP inhibitors are upregulated in response to BMP as early

as 8 h (Figure S3C), consistent with previous findings that

BMP inhibitors are also often targets of the pathway.32,33 We

therefore included in the model a generic inhibitor of BMP,

which is produced by pSMAD1/5 activity and inhibits BMP-

mediated pSMAD1/5 activation (Figure 4A).

Numerical simulations indicated that this minimal circuit (Fig-

ure 4A) produces a pSMAD1/5 gradient from the margin to the

center of colonies (STAR Methods) with an amplitude that over-

shoots before reaching steady-state levels at long times

(Figures 4B, S4, and S5). In the model, the pSMAD1/5 gradient

decays with near-constant length scale over time. Hence, the

temporal dynamics of the maximum pSMAD1/5 levels are qual-

itatively independent of the spatial profile. Thus, in order to focus

on the temporal dynamics of the circuit, we plot the maximum

levels of pSMAD1/5 signaling at every time point (Figure 4B)

and use this representation in subsequent analysis. Altogether,

these simulations show that this simple negative feedback circuit
570 Developmental Cell 60, 567–580, February 24, 2025
qualitatively recapitulates the first phase of the pSMAD1/5

dynamics (Figures 2C and 4B).

We then asked if this circuit alone could explain how

pSMAD1/5 is upregulated in phase two. Analysis of the model

dynamics as a function of parameters and initial conditions

showed that pSMAD1/5 levels relax to either zero or non-

zero steady-state level (Figures 4C and S4B–S4H; STAR

Methods). The downregulation of pSMAD1/5 from its

maximum to its steady-state value differed across this param-

eter space (Figure 4C). This allowed us to constrain the model

parameters to the non-zero steady-state regime and to

determine that the initial exogenous BMP4 concentration of

0.5 ng/mL is above the steady-state BMP level (Figure 4C;

STAR Methods). Notably, this simple circuit does not predict

a second large amplitude pulse of pSMAD1/5 activity in any

parameter regime (Figure S4). This indicates that the minimum

model (Figure 4A) cannot explain the upregulation of

pSMAD1/5 in phase two.

Instead, the observation that BMP signaling in the initial phase

is required for signaling in the second phase (Figures 3C and 3D)

suggested the presence of positive feedback on BMP acting at

slower timescales compared with phase one. We hypothesized

that such positive feedback could be mediated via the formation

of RP cells, which are a known source of BMP ligands in vivo.11

LMX1A is an essential regulator of RP formation in vivo34 and a

BMP target gene.11 Therefore, we included it as a candidate

mediator of the positive feedback (Figure S6; STAR Methods).

If LMX1A is required to upregulate pSMAD1/5 in phase two,

our model predicts that the absence of LMX1A should signifi-

cantly reduce, but not completely abolish, pSMAD1/5 signaling

at long times, while leaving the short timescale dynamics un-

changed (Figures 4B and S4; STAR Methods). To test this, we

generated Lmx1a knockout (KO) cells using CRISPR-Cas9 and

verified that these cells generate NMPs with similar efficiency

as wild-type cells (Figure S7A). In the Lmx1a KO cells, the

pSMAD1/5 levels were similar to those of control until 24 h but

were downregulated at later time points (Figures 4D and 4I).

Furthermore, the expression of endogenous Bmp6, Bmp7, and

Gdf7 was strongly reduced in Lmx1a KO cells, compared with

control, at 96 h (Figure S7B). This suggests that the second

phase of BMP signaling depends on the induction of BMP ligand
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the temporal requirements for BMPsignaling

(A) Schematic of differentiation conditions (left).

RA + 0.5 ng/mL BMP4 (red), RA (gray), RA + 1 mM

LDN193189 (hatched). Cells were harvested at 96

h. Immunostainings for the indicated markers and

SOX2 (blue) (right). Scale bars, 100 mm.

(B) Quantification of the positive area of the

experiment in (A). For SOX10 in (B) and (D), the

SOX10+, Sox2� area was quantified. n = 19–36 per

condition. Conditions ii–iv were compared with i

with two-tailed t test: ns p > 0.05, *p % 0.05, **p%

0.01, ***p % 0.001, ****p % 0.0001.

(C) Differentiation conditions, colors as in (A). Cells

were harvested at 96 h. Representative images

(bottom) at 96 h. SOX2 in blue. Occasional OLIG2+

cells in condition a are SOX2 negative and located

at the periphery. Scale bars, 100 mm.

(D) Quantification of positive area of the experiment

in (C). n = 13–25 (SOX10), n = 26–31 (LMX1A), n =

20–24 (ATOH1), n = 14–22 (pSMAD1/5), n = 16–18

(NKX6.1), and n = 16–19 (OLIG2). Conditions b–f

were compared to condition a with t test as in (B).
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expression by LMX1A, consistent with the Lmx1amutant pheno-

type in vivo.35

Our results indicate that LMX1A positively regulates

pSMAD1/5 activity via the induction of BMP ligands and is

induced by pSMAD1/5 forming a positive feedback loop. The

simplest linear implementation of these interactions in the

model (Figure S6A) showed that to produce well-defined

phases, the characteristic timescale of LMX1A activity had to

be >�20 h (STAR Methods). To further constrain the model pa-

rameters, we measured the actual degradation timescales. The

decay of pSMAD1/5 levels in colonies where BMP signaling was

abruptly inhibited at t = 72 h, using a high concentration (3 mM) of

LDN193189 (Figure 4E), revealed a half-life for pSMAD1/5 of

0.43 ± 0.03 h, consistent with previous observations.36 Inhibi-

tion of BMP signaling with LDN also caused LMX1A levels to

decline over time (Figure S7C), consistent with a requirement

for pSMAD1/5 signaling for Lmx1a expression. Nevertheless,

to obtain a direct estimate of the LMX1A degradation rate that

does not rely on assumptions about its link to pSMAD1/5, we in-
Development
hibited protein production using cyclo-

heximide (Figure 4F). This indicated that

the half-life of LMX1A corresponds to

4.7 ± 0.5 h. This measured half-life was

inconsistent with the predictions of the

simple model in which LMX1A activation

occurs by pSMAD1/5 alone (Figures S6A

and S6B; STAR Methods), suggesting

that the positive feedback loop involves

additional non-linear interactions. Using

the measured timescales of pSMAD1/5

and LMX1A degradation, we found that

the experimentally observed dynamics

are captured by a model in which

LMX1A is weakly activated by pSMAD1/

5 but beyond a threshold reinforces its

expression in a pSMAD1/5-dependent
manner (Figure S6C). Therefore, we set out to investigate how

the LMX1A positive feedback occurs.

WNT signaling promotes the second phase of BMP
activity by positive feedback on LMX1A
Besides BMP ligands, the RP in vivo also expressesWnt1,Wnt3,

and Wnt3a,37 and Wnt1 expression is influenced by BMP

signaling.38 Hence, we hypothesized that WNT signaling is

involved in a positive feedback loop with LMX1A (Figure 4G).

Several WNT ligands were expressed in our default conditions

(Figure S8A). Wnt1 was expressed within the Lmx1a domain

from 48 h onward, consistent with its induction by LMX1A

(Figures S8B and S8C). To assess the WNT signaling activity,

we measured the mRNA levels of the WNT target gene

Axin2.39Axin2 levels were high at t = 0 h as a result of the preced-

ing CHIR pulse and decayed to background levels within 24 h,

indicating a half-life for WNT signaling of 5.6 ± 2.1 h (Figure S8D).

From 48 h onward, Axin2was expressed in the domain of Lmx1a

activation in the periphery of colonies (Figure S8B). Further
al Cell 60, 567–580, February 24, 2025 571
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Figure 4. Regulatory network underlying the

BMP signaling dynamics

(A and B) Minimal interaction network (A) captures

the first-phase signaling dynamics (B).

(C) Downregulation strength (color-coded, s_max

is max pSMAD level in the time course and

s_min the subsequent minimum), b0 initial BMP

concentration, a
ðsÞ
b activation strength of BMP by

pSMAD1/5.

(D) pSMAD1/5 immunostaining in cells treated with

0.5 ng/mL BMP4. Scale bar, 100 mm.

(E) pSMAD1/5 FI (points) upon treatment with 3 mM

LDN193189 from t = 72 h. n = 15–60 per time point.

Error bars, SEM. Exponential fit (line).

(F) LMX1A FI (points) upon treatment with 10 mM

cycloheximide from t = 72 h. n = 10–35 per time

point. Error bars, SEM. Exponential fit (line).

(G) Extended network including pSMAD-depen-

dent positive feedback via LMX1A and WNT.

(H) LMX1A immunostaining in cells treated with

0.5 ng/mL BMP4 (a), 0.5 ng/mL BMP4 + 1 mg/mL

WNT3A (b), 0.5 ng/mL BMP4 + 5 mM LGK974 (c),

or 300 nM LDN + 1 mg/mL WNT3A (d) and quanti-

fication. Two-tailed t test: ns p > 0.5, ***p %0.001,

****p %0.0001. Scale bar, 100 mm. n = 10–20 per

condition.

(I) Simulation of the model in (G) (left). Lmx1a KO

(dashed) is simulated by removing all LMX1A pro-

duction terms. Quantification of the experiment in

(D) (right). Error bars, 95% CI. n = 52–83 per time

point (wild type), n = 10–25 (Lmx1a KO).

(J) Types of pSMAD1/5 (red) and LMX1A (green)

behaviors (right) as a function of a
ðsÞ
b and a

ðsÞ
l . Star,

parameters used in the model. Details in STAR

Methods.

ll
OPEN ACCESS Article
supporting the role of LMX1A in inducing WNT ligand expres-

sion, we found that Wnt1, Wnt3, and Wnt3a are downregulated

in Lmx1a KO cells (Figure S8E).

These data support the positive regulation ofWNT signaling by

LMX1A, but does LMX1A expression depend onWNT signaling?

To test this, we inhibited WNT signaling using LGK974, which

blocks WNT ligand secretion (Figure 4H). In this condition,

LMX1A expression was unchanged at 24 h and absent at 48 h,

suggesting that WNT signaling does not contribute to the initial

expression of LMX1A but is required for its maintenance and

strongly contributes to its expansion (Figure 4H). Consistent

with this, simultaneous inhibition of BMP signaling and treatment

with WNT3A showed that WNT signaling alone is not sufficient to

induce LMX1A expression (Figure 4H). Treating the cells with
572 Developmental Cell 60, 567–580, February 24, 2025
WNT3A without BMP inhibition induced

disordered LMX1A activation (Figure S8F),

reminiscent of the RA-only condition (Fig-

ure 3A), while in the presence of BMP,

WNT3A led to an expansion of the

LMX1A domain (Figure 4H).

Together, these results support a model

whereby LMX1A expression is amplified

through a positive feedback loop that

involves both BMP and WNT signaling

(Figures 4G, S6D, and S9; STAR

Methods). LMX1A expression is initiated
via weak activation by pSMAD1/5. Upon reaching a threshold,

LMX1A enters aWNT- and pSMAD1/5-dependent positive feed-

back loop that amplifies its expression in the second phase

(STAR Methods). Crucially, this model captures the experimen-

tally observed time course of pSMAD1/5 signaling in wild-type

and Lmx1a KO cells (Figures 4I and 4J), as well as the measured

half-lives of pSMAD1/5, LMX1A, and WNT signaling activity. A

key prediction of this model is that expression of LMX1A on its

own can trigger the positive feedback loop, leading to upregula-

tion of BMP signaling. To test this, we overexpressed LMX1A us-

ing a doxycycline-inducible promoter. Consistent with our pre-

diction, we found that overexpression of LMX1A increased the

pSMAD1/5 levels of BMP4-treated cells (Figures S7D and S7E;

STAR Methods). Crucially, we found that in the absence of
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Figure 5. Signaling dynamics in BMP inhibi-

tor knockouts and different concentrations

of BMP4

(A) pSMAD1/5 immunostaining in cells treated with

0.5 ng/mL BMP4. Scale bar, 100 mm.

(B) Mean and 95% CI pSMAD1/5 FI in im-

munostainings. Images per time point from >2 ex-

periments: n = 59–91 (wild type [WT]), n = 23–39

(Nog KO), n = 12–18 (Smad6/7 DKO).

(C) pSMAD1/5 dynamics in control (solid) vs. Nog

KO (dashed) simulated by reducing the activation

rate of BMP inhibitor by 30%.

(D) Phase diagram ofmodel behaviors (illustrated in

Figure 4J) as a function of a
ðsÞ
b and b0. Stars, pa-

rameters corresponding to tested concentrations.

(E) Simulations of pSMAD1/5 dynamics for 1, 3, 6,

and 10 times the initial BMP concentration (b0).

(F) pSMAD1/5 and SOX2 immunostaining of cells

treated with indicated BMP4 concentrations. Scale

bar, 100 mm.

(G) Mean with 95% CI pSMAD1/5 FI in im-

munostainings. FI normalized to the max FI in the

0.5 ng/mL BMP4 condition (STAR Methods). n =

18–76 per time point and concentration.

(H) Predicted (line) andmeasured (dots) pSMAD1/5

level at 8 h. Error bars, 95% CI. n = 70–76 per

condition from 4 experiments.
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exogenous BMP4, LMX1A-overexpressing cells promoted

endogenous LMX1A expression in a non-cell-autonomous

manner (Figure S7F), which is consistent with the positive feed-

back on LMX1A via diffusible ligands implemented in the model.

Altogether, our analysis suggests that the two phases of

pSMAD1/5 signaling arise due to a timescale separation be-

tween two interacting subnetworks: a rapid first phase driven

by negative feedback on BMP by the induction of BMP inhibitors

and a slow second phase driven by positive feedback that in-

volves the transcription factor LMX1A and its interaction with

WNT signaling. The signal is relayed over time from the fast to

the slow subnetwork.

The initial signaling response is BMP concentration
sensitive but with a robust duration
Our model makes several testable predictions. First, it predicts

that BMP inhibitors that temporally restrict the first phase are pro-

duced in a BMP-dependent manner (STAR Methods). RNA-seq

and HCR analyses indicated that BMP4 treatment rapidly induces

the expression of a subset of several BMP inhibitors, including

Noggin, Smad6, and Smad7 (Figures S3C and S3D). Inhibitor in-

duction occurs in a BMP4 concentration-dependent manner,

consistent with our model (Figure S3C). The expression of these

BMP inhibitorswas furthermaintained at 24 h as pSMAD1/5 levels
Developmenta
are downregulated (Figure S3C), suggest-

ing that they are plausible mediators of

the pSMAD1/5 dynamics in this system.

We further used CRISPR-Cas9-medi-

ated genome editing to generate KO

ESC lines for these inhibitors (Figure S7A;

STAR Methods). Analysis of Nog KO cells

revealed that pSMAD1/5 levels at 8 h were
similar to wild-type cells; however, the subsequent downregula-

tion occurred less efficiently in the KO, resulting in higher

pSMAD1/5 levels from 24 h onward (Figures 5A and 5B). Similar

results were obtained in cells with a double KO (DKO) of Smad6

and Smad7 (Smad6/7 DKO) (Figures 5B and S10A). This pheno-

type is captured by our model with reduced production of BMP

inhibitor (Figure 5C). Together, these results suggest that the

duration of the initial pSMAD1/5 signaling phase depends on

the pSMAD1/5-dependent expression of several BMP inhibitors.

Another model prediction is that the biphasic dynamics are

observed across a range of initial BMP concentrations, b0, which

represents the exogenous BMP added to the culture media

(Figures 5D and S11A; STAR Methods). Furthermore, the ampli-

tude of the first-phase peak increases with increasing BMP con-

centration (Figures 5E, S11A, and S11B). Consistent with this,

the maximum level of pSMAD1/5 at 8 h increases with the exog-

enous concentration of BMP4 in close agreement with themodel

(Figures 5F–5H and S10B). Moreover, upon downregulation,

pSMAD1/5 reaches minimum levels that correlate with the initial

concentration. Yet, the time of the downregulation is robust to

the concentration of BMP in both the model and experimental

data (Figures 5F, S10C, S11C, and S11D). This shows that the

duration of the first signaling phase is independent of the exog-

enous BMP concentration. Our model further indicates that in
l Cell 60, 567–580, February 24, 2025 573
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Figure 6. LMX1A and NC dynamics upon

perturbations in BMP signaling

(A) Simulation of LMX1A levels for WT (solid) and

30% reduced BMP inhibitor activation rate

(dashed).

(B) Mean and 95% CI of maximum LMX1A FI from

immunostainings. Images per time point: n = 7–49

(WT), n = 8–34 (Nog KO), and n = 8–26 (Smad6/7

DKO).

(C) Immunostainings in WT, Nog KO, and Smad6/7

DKO cells. Scale bars, 100 mm.

(D) Simulations of LMX1A dynamics for 1, 3, 6, and

10 times the initial BMP concentration.

(E) Quantification of LMX1A (as in B) for cells

cultured at the indicated BMP4 concentrations. n =

5–30 per data point.

(F) Immunostained cells treated with indicated

BMP4 concentrations. Scale bar, 100 mm.

(G) Quantification of AP2ALPHA+ area at 24 h. n =

43 (WT), n = 40 (Nog KO), and n = 18 (Smad6/7

DKO).

(H) AP2ALPHA+ area at 24 h correlates with BMP4

concentration. n = 17–18 per concentration. G, H:

Box, median and IQR; white circle, mean.

See also Video S1.
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contrast to the first phase, the maximum levels reached at long

times are independent of the initial BMP concentration (Fig-

ure 5E). Nevertheless, the timescale of the approach to steady

state is faster for higher concentrations, which is consistent

with the differences observed in the discrete time points

(between 48 and 72 h) sampled in our data (Figure 5H).

Altogether, our analysis shows that the initial-peak pSMAD1/5

amplitude provides a rapid and sensitive readout of the exoge-

nous BMP concentration, whereas the underlying negative feed-

back mechanism via the BMP inhibitors ensures the robust

termination of the first phase of pSMAD1/5 signaling. Finally,

the second phase converges to a concentration-independent

pSMAD1/5 signaling level, which depends on LMX1A.

The biphasic BMP signaling dynamics influence pattern
formation via LMX1A
How do the dynamics of BMP signaling influence downstream

pattern formation? To address this, we first asked how reduced
574 Developmental Cell 60, 567–580, February 24, 2025
BMP inhibitor production affects LMX1A

expression. The model predicts that this

will lead to an earlier increase and higher

levels of LMX1A (Figures 6A and S12).

Consistent with this, LMX1A is upregu-

lated and observed earlier in Nog KO cells

(Figures 6B and 6C). Similarly, Smad6/7

DKO cells have increased LMX1A levels

from 48 h onward (Figures 6B and 6C).

These results suggest that the efficient

downregulation of pSMAD1/5 after the

first phase affects LMX1A dynamics and

limits LMX1A expression.

Our results imply that LMX1A expres-

sion is dependent on the first BMP

signaling phase. Like pSMAD1/5
(Figures 5F–5H), the pre-steady-state levels of LMX1A are pre-

dicted to be dependent on the initial BMP4 concentration

(Figures 6D and S12D–S12F). The experiments confirm this pre-

diction: LMX1A levels increase with BMP4 concentration prior to

96 h (Figures 6E and 6F). Consistent with the concentration-inde-

pendent steady state predicted by the model, the LMX1A levels

observed at the last time point in our time course (96 h) converge

to a common state (Figure 6E).

The initial phase of BMP signaling is also critical for the spec-

ification of NC. AP2ALPHA and SOX9 expression are first de-

tected at low levels at 8 h, and migrating NC is visible at 24 h

(Figures 1E and 1F). To determine the initial location of NC cells,

we generated mScarlet-I-NLS reporter cells (STAR Methods).

Time-lapse imaging of differentiating colonies over 16 h at

different BMP4 concentrations, together with AP2ALPHA immu-

nostaining at the end time point, confirmed that NC cells initially

localized at the colony edge migrate away from it over time

(Figures S10D and S10E; Video S1). Like LMX1A, the number
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of AP2ALPHA+ NC cells is significantly increased after 24 h in

Nog KO and Smad6/7 DKO cells (Figures 6C and 6G). Further-

more, the amount of AP2ALPHA+ cells at 24 h increases with

BMP4 concentration and the pSMAD1/5 amplitude at 8 h

(Figures 6F and 6H). NC cells lose SOX2 expression as they

undergo epithelial-to-mesenchymal transition and migrate out

of the colony, which results in smaller SOX2+ colonies at higher

exogenous BMP4 concentrations (Figure 6F). Overall, similar to

LMX1A, these observations indicate that pSMAD1/5 levels,

starting from the initial phase, as well as the duration of signaling,

affect the amount of NC.

To exclude that the observed changes in LMX1A dynamics are

an indirect consequence of NC specification, we inspected

LMX1A domain formation in Sox9 KO cells (STAR Methods).

Sox9 mutant mouse embryos have defects in neural stem cell

maintenance40 and lack functional NC due to a survival defect.41

Consistent with the mouse phenotype, NC cells are markedly

reduced in the Sox9 KO (Figure S13A). Nevertheless, the onset

of LMX1A expression and the fraction of LMX1A+ SOX2 progen-

itors in Sox9 KO are similar to control (Figures 7A and 7B). This is

consistent with previous qualitative observations of Sox9�/�

embryos41 and suggests that the NC does not affect the specifi-

cation of RP fate.

To assess the effects of the second signaling phase, we in-

spected pattern formation in Lmx1a KO cells. The formation of

the dp1 domain, characterized by ATOH1 expression, was

impaired in the Lmx1a KO (Figure S13B), consistent with the

in vivo phenotype of mutants that lack RP.42 Surprisingly, at 24

h, Lmx1a KO colonies had increased levels of AP2ALPHA cells

(Figures 7C and 7D), suggesting that LMX1A inhibits NC specifi-

cation at early stages. At 72 and 96 h, neither AP2ALPHA nor

SOX9+ NC cells could be observed outside the SOX2+ core of

the colony in Lmx1a KO cells, indicating that LMX1A is required

for the normal maturation of NC, either directly or indirectly via

signals produced by LMX1A+ cells. Thus, the phenotype of

Lmx1a KO cells suggests that LMX1A performs a dual role,

i.e., to inhibit early NC specification and to promote NC matura-

tion and migration. Altogether, our findings indicate that the

amplitude and duration of the early signaling phase are critical

for the correct balance between NC, LMX1A, and neural progen-

itor domains. In turn, the second signaling phase is required for

the maturation and maintenance of NC, RP expansion, and

specification of neural progenitor subtypes.

Biphasic BMP signaling dynamics underlie pattern
formation in vivo

The biphasic BMP signaling dynamics in vitro led us to investi-

gate the BMP dynamics in mouse embryos. As embryos un-

dergo posterior extension over time, cells shift their positions

away from the posterior tip yet retain their approximate anterio-

posterior (AP) positions relative to each other,43,44 suggesting

that the spatial profiles of gene expression and signaling along

the AP axis represent approximately the temporal changes

experienced by cells. Therefore, we quantified the levels of

pSMAD1/5 along the AP axis of E8.5 embryos, focusing on the

neural plate border region, which most closely corresponds to

the edge of in vitro generated colonies (Figures 7E and 7F).

Notably, we observed that along the border of the caudal neural

plate, pSMAD1/5 levels are not uniform but are high within and
posterior to the caudolateral epiblast region where NMPs reside,

low around the middle, and increase again in the anterior caudal

neural plate (Figures 7E and 7F). Similar to the in vitro culture, we

detected Noggin transcripts in the region where pSMAD1/5

levels were low (Figures 7E and 7F). In addition, Lmx1a expres-

sion was detected in the anterior caudal neural plate, at AP

positions that coincided with increased pSMAD1/5 levels

(Figures 7E and 7F). These observations suggest that similar to

the in vitro situation, the levels of pSMAD1/5 experienced by

cells at the neural plate border undergo biphasic dynamics.

To test whether BMP signaling dynamics affect pattern forma-

tion in vivo, we analyzed the effects of genetic deletions of BMP

inhibitors on LMX1A at different time points. Our model predicts

that early deletion of BMP inhibitors will lead to increased

pSMAD1/5 and LMX1A expression, while later deletions will

have a lesser effect (Figure S13C; STAR Methods). To test this,

we conditionally deleted Noggin in mouse embryos, using a

floxed allele crossed to two different Cre lines (Figures S13D

and S13E; STAR Methods). In the first case, Nog was knocked

out in SOX2+ cells using tamoxifen-inducible Sox2-CreERT2

induced at E6.5. At E10.5, these embryos had larger LMX1A+

RPs compared with controls (Figure S13D), consistent with the

in vitro observations in Nog KO cells (Figures 6B and 6C). In

the second case, Nogwas specifically deleted inWnt1-express-

ing cells usingWnt1-Cre. The endogenous expression ofWnt1 is

initiated in the closed neural tube (Figure S13F); hence, this rep-

resents a later deletion of Nog. In contrast to the early deletion,

the RP size in Wnt1-Cre::NogFlox/Flox mutants was similar to con-

trol littermates (Figure S13E).

Altogether, these results indicate that pSMAD1/5 levels are

temporally regulated in the neural plate by Noggin prior to the

endogenous expression ofWnt1, whichmarks the second phase

of BMP signaling. The downregulation of pSMAD1/5 in the neural

plate border restricts the duration of pSMAD1/5 signaling and

thereby influences the size of the LMX1A domain. Altogether,

our findings reveal how RP formation and dorsoventral

patterning of the closed neural tube depend on earlier BMP

signaling that occurs as cells leave the caudolateral epiblast.

DISCUSSION

Signaling relays have long been considered as possible mecha-

nisms of morphogen gradient formation.45 In thesemechanisms,

morphogens that spread at short range expand their activity

range by inducing ligand production in adjacent cells. An

example of this is NODAL signaling during zebrafish and human

gastrulation.46,47 Relay mechanisms that can give rise to milli-

meter-long gradient ranges, such as the WNT signaling gradient

in planaria, have also been described.48 Here, we uncovered a

relay mechanism that intrinsically operates over time, rather

than in space, creating sequential induction ofmorphogen ligand

production and thereby signaling phases. This enables

morphogen reuse within a tissue for different purposes, i.e., first

to rapidly specify the neural plate border in a concentration-sen-

sitive manner and then to reform the gradient and use it to

specify the fates of dorsal neural progenitor subtypes along the

DV axis.

The mechanisms that contribute to dynamic changes in

signaling can be difficult to manipulate and disentangle in vivo
Developmental Cell 60, 567–580, February 24, 2025 575
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Figure 7. pSMAD1/5 signaling dynamics in

the mouse spinal cord at E8.5

(A) WT and Sox9 KO cells immunostained for

LMX1A. Scale bar, 100 mm.

(B) Similar LMX1A+ relative to SOX2+ area in WT

and Sox9KO cells. n = 25–26 (WT), n = 26–31 (Sox9

KO) per time point. Two-tailed t test: ns pR0.05. In

(B) and (D): box, median and IQR; white circle,

mean.

(C) AP2ALPHA immunostaining.

(D) Quantification of AP2ALPHA+ SOX2� area. n =

8–22 (WT) and n = 8–20 (Lmx1a KO). Two-tailed t

test: **p %0.01, ***p %0.001.

(E) Neural plate of E8.5 mouse embryos. Maximum

FI projections of pSMAD1/5, SOX2, and T/BRA

immunostainings (left) and Noggin, Lmx1a, and

Sox2 HCR (right). Anterior, left. Region of interest

(ROI) used for quantification (yellow dashed

outline). Arrowheads delimit approximate position

of NMP region (STAR Methods).

(F) FI profiles measured from the posterior tip of the

embryo (*) along the ROI, as shown in (E). Shaded

region within arrowheads, NMP region. n = 10–14

per marker from 5 to 7 embryos.
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due to ongoing morphogenesis. We circumvented this challenge

by developing a 2D in vitro model of the dorsal neural tube. 2D

in vitro systems have been used to study signaling and pattern

formation inmouse and human gastrulation.20–22,30,49 In contrast

to these systems, our system represents a later developmental

stage, early neurulation, and focuses on posterior NMP-derived

fates rather than on anterior patterning. Notably, unlike micro-

patterns, our stencil-based system does not limit growth and

cell migration, which was key for obtaining reproducible self-

organized patterning. Pattern formation usually occurs concur-

rently with tissue growth; hence, the systemwe developed could

be widely applicable to other studies of pattern formation,

signaling, and growth control.50

The stencil-based system allowed us to obtain a quantitative

readout of BMP signaling dynamics that we combined with bio-

physical modeling. Temporal adaptation in the continued pres-
576 Developmental Cell 60, 567–580, February 24, 2025
ence of ligands, similar to the first phase

of BMP signaling that we observed, can

arise from diverse cellular mecha-

nisms.4,51–53 We found that in dorsal neural

progenitors, BMP signaling is downregu-

lated by BMP-dependent induction of in-

hibitors. Incontrast toother temporal adap-

tation mechanisms where the pathway

remains refractory over long times, in the

dorsal neural tube, the induction of a sec-

ondary network operating at slower time-

scales bypasses such adaptation and

initiates a new signaling phase. These con-

nected networks ensure robust sequential

relay of signaling in a wide region of param-

eter space (Figures 4J and 5D).

Our analysis indicates that the two sub-

networks are coupled by LMX1A. The sec-

ond phase is initiated by the dependence
of LMX1A induction on a pSMAD1/5 activation threshold in the

first phase. The early induction of LMX1A expression that we

observed is also supported by single-cell RNA-seq (scRNA-

seq) data indicating its expression in early neural plate border

cells.54 Our results further indicate that LMX1A induces positive

feedback on its own expression by activating WNT production.

Although our results do not rule out the involvement of additional

factors in the regulation of LMX1A, we show that ourminimal reg-

ulatory network, taking into account realistic timescales, is suffi-

cient to explain the observed dynamics. This regulatory logic

links BMP and WNT signaling, two pathways that are frequently

coupled during development. Our results highlight the strengths

of in vitro systems for inferring regulatory feedback that can be

further studied in vivo.

An intrinsic property of the temporal relay mechanism that we

uncovered is that it serves as a checkpoint between signaling
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events, thereby enforcing a temporal order of downstream

patterning events. Cells exiting the NMP state respond to BMP

signaling to initiate NC specification.55 Subsequently, continued

NC development and RP-dependent patterning of the dorsal

neural progenitor subtypes require a second phase of

signaling.16,42,56 The temporal relay ensures this order and pro-

vides a potential mechanism for timing the transition between

the neural plate border phase and the subsequent RP-depen-

dent patterning phase.

The relay mechanism allows robust control of distinct features

of the signaling dynamics during different phases. The initial

phase and concomitant specification of NC are BMP concentra-

tion sensitive, in agreement with previous studies that found that

the formation of non-neural ectoderm, neural plate border, and

neural ectoderm occurs in response to a concentration gradient

of BMP.57–59 In this context, BMP inhibition is thought to be

required to achieve the lowest levels of BMP signaling necessary

for the acquisition of neural ectoderm identity. By contrast, we

show that BMP inhibitors primarily limit the duration of the initial

phase and thereby the amount of NC. Our analysis further indi-

cates that during the second phase, the system responds to

different BMP concentrations by altering the dynamics of the

response. This may explain why both the concentration and

duration of BMP signaling affect the acquisition of specific dorsal

neural progenitor identities.9,12

While the temporal dynamics of morphogen signaling influ-

ence development in multiple systems,1–3 how these dynamics

are regulated is often still unclear. A mechanism similar to the

one that we describe in the dorsal neural tube may also operate

in the ventral neural tube, where SHH signaling is initiated by the

notochord and subsequently depends on the specification of a

SHH-producing floor plate. BMP4 regulation by positive feed-

back has also been observed during the exit of ESCs from plurip-

otency and commitment to differentiation.60 Thus, temporal

relay mechanisms may represent a widespread strategy to

time developmental transitions.

Limitations of the study
Our results suggest that multiple BMP inhibitors contribute to

pSMAD1/5 dynamics. While we show that Noggin, Smad6, and

Smad7 are relevant, the effects of other putative inhibitors, alone

and in combinations, remain to be tested.

The model captures the minimal set of interactions that yield

the observed two-phase dynamics; however, we cannot exclude

additional interactions. For instance, additional interactions may

account for the slightly faster approach to steady state in the

model and improve the correspondence with experimental

data. Future work will also be needed to investigate the spatial

patterning in this system, its relationship to the temporal dy-

namics, and its robustness.

We show that BMP signaling is required to initiate the specifica-

tion of neural plate border during a distinct timewindow at the end

of gastrulation, as previously suggested.61–63 Our study leaves

open the question of how this competence window is regulated

(Figure 3A). Previous studies have suggested that this depends

on the repression of neural transcription factors that inhibit NC

specification, such as PAX6, by fibroblast growth factor (FGF)

signaling.63 Such a mechanism could operate in parallel with the

temporal relay in BMP signaling that we describe.
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Sheep ERBB3/HER3 R&D Systems Cat# AF4518; RRID: AB_2099728

Sheep GFP Bio-Rad Cat# 4745-1051; RRID: AB_619712

Goat T/BRACHURY R&D Systems Cat# AF2085; RRID: AB_2200235

Rabbit DBX1 Pierani et al.72 N/A

Goat OLIG2 R&D Systems Cat# AF2418; RRID: AB_2157554

Mouse NKX6.1 DSHB Cat# F55A10; RRID: AB_532378

Chemicals, peptides and recombinant proteins

0.1% Gelatin in H2O Stemcell Technologies 07903
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B-27 Supplement (50x), serum free Gibco 17504001

bFGF R&D Systems 3139–FB–025

BMP4 R&D Systems 5020-BP-010

WNT3A R&D Systems 1324-WNP-010

BSA Sigma-Aldrich A3156

CHIR99021 Axon 1386

DMEM/F-12 Gibco 21331020

FBS for ESC (30 min. 56�C heat inactivated) Pan Biotech P30-2602

Gelatin Solution, 2% in H2O Sigma-Aldrich G1393

GlutaMAX Gibco 35050061

L-Glutamine Gibco 25030024

LDN-193189 Tocris 6053

LIF Sigma-Aldrich ESG1107

MEM Non-Essential Amino Acids Solution Gibco 11140035

N-2 Supplement (100x) Gibco 17502001

Neurobasal Medium Gibco 21103049

PD98059 Cell Signaling Technology 9900

Penicillin-Streptomycin Gibco 15140122

Retinoic Acid (RA) Sigma-Aldrich R2625

ROCK inhibitor Tocris 1254

Doxycycline hyclate Sigma-Aldrich D9891

Cycloheximide Cell Signaling Technology 2112S
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Puromycin Gibco A11138-03

KnockOut DMEM Gibco 10829018

Laminin Sigma-Aldrich L2020

ProLong Gold Antifade Mountant Invitrogen P36930

Ibidi Mounting Medium Ibidi 50001

Sucrose Sigma-Aldrich S9378

Paraformaldehyde Sigma-Aldrich P6148

O.C.T. compound Tissue-Tek R1180

Proteinase K Solution, RNA grade Invitrogen 25530049

Tamoxifen Sigma-Aldrich T5648

Critical commercial assays

PureLink RNA Mini Kit Invitrogen 12183025

PureLink DNase Set Invitrogen 12185010

SuperScript III First-Strand Synthesis Invitrogen 18080051

Phusion High-Fidelity DNA Polymerase New England Biolabs M0530

Q5 High-Fidelity DNA Polymerase New England Biolabs M0491

T4 DNA Ligase Takara 2011A

In-Fusion HD Cloning Kit Takara 639650

LightCycler 480 SYBR Green I Master Roche Life Science 04707516001

HCR� RNA-FISH Bundle Choi et al.74 N/A

Deposited data

RNA sequencing data https://www.ncbi.nlm.nih.gov/geo GEO: GSE247069

Experimental models: Cell lines

Mouse: HM1 ESCs Magin et al.64 N/A

Mouse: Lmx1a KO HM1 ESCs This paper N/A

Mouse: Noggin KO HM1 ESCs This paper N/A

Mouse: Smad6/7 DKO HM1 ESCs This paper N/A

Mouse: Sox9 KO HM1 ESCs This paper N/A

Mouse: TetON-Lmx1a-IRES-GFP HM1 ESCs This paper N/A

Mouse: mScarlet-I-NLS HM1 ESCs This paper N/A

Experimental models: Organisms/strains

Mouse: B6.Cg-E2f1Tg(Wnt1-cre)2Sor/J The Jackson Laboratory RRID:IMSR_JAX:022501

Mouse: B6;129S-Sox2tm1(cre/ERT2)Hoch/J The Jackson Laboratory RRID:IMSR_JAX:017593

Mouse: Nogtm1.1Rmh/J The Jackson Laboratory RRID:IMSR_JAX:016117

Oligonucleotides

Noggin gRNA targeting sequence:

GCTCGGGGGCCACTACGACCCGG

This paper N/A

Smad6 gRNA targeting sequence

1: CAAACCTAGCTGGGACCGCGGGG

This paper N/A

Smad6 gRNA targeting sequence

2: GAGTCCCGAGGCGGCGTACCGGG

This paper N/A

Smad7 gRNA targeting sequence

1: CCAAACGATCTGCGCTCGTCCGG

This paper N/A

Smad7 gRNA targeting sequence

2: CTAGTTCACAGAGTCGACTAAGG

This paper N/A

Lmx1a gRNA targeting sequence

1: GTTGGACGGCCTGAAGATGGAGG

This paper N/A

Lmx1a gRNA targeting sequence

2: CTTCTTGTCCCGGTAGAAGCAGG

This paper N/A
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Sox9 gRNA targeting sequence

1: GCTGGTACTTGTAATCGGGGTGG

This paper N/A

Sox9 gRNA targeting sequence

2: GTCGTATTGCGAGCGGGTGATGG

This paper N/A

Recombinant DNA

Plasmid: pSpCas9(BB)-2A-Puro (PX459) v2.0 Addgene #62988

Plasmid: pSpCas9(BB)-2A-GFP (PX458) Addgene #48138

Plasmid: PB-TRE-Lmx1a-IRES-GFP-EF1a-rtTA This paper N/A

Plasmid: PB-TRE-EGFP-EF1a-rtTA Addgene #104454

Plasmid: CAG-NLS-mScarlet-I-NLS-IRES-Puromycin Miller et al.67 N/A

Software and algorithms

CRISPOR tool Concordet and Haeussler65 N/A

Trim galore V0.5.0 https://github.com/FelixKrueger/TrimGalore N/A

STAR aligner v2.6.0c https://github.com/alexdobin/STAR N/A

R (v4.3.0) https://www.r-project.org N/A

DESeq2 Love et al.75 N/A

edgeR Robinson et al.76 N/A

Fiji Schindelin et al.77 N/A

Python 3 https://www.python.org N/A

Imaris https://imaris.oxinst.com N/A

Other

CellBIND surface, 60 mm Corning 3295

CellBIND surface, 100 mm Corning 3296

CellBIND surface, 12-well Corning 3336

m-slide 2-well, ibiTreat ibidi 80286

CYTOOchips Arena A Cytoo 10-020-00-18

TC10 counting slides Bio-Rad 1450011

Mouse ESC Nucleofector� Kit Lonza LONVPH-1001
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ES cell maintenance culture
Mouse HM1 ES cell64 background was used for all experiments. All cell culture reagents and plastics are listed in the key resources

table. ES cells were maintained on CellBIND dishes (Corning) coated with 0.1% gelatin (Sigma) at 37�C 5% CO2.

Stem cells were maintained in N2B27 + 2i + LIF media. N2B27 is composed of 1:1 mix of DMEM/F-12 (Gibco) and Neurobasal

medium (Gibco), 1x N2 (Gibco), 1x B27 (Gibco), 0.08 % BSA (Sigma), 2 mM L-Glutamine or Glutamax (Gibco), 100 U/ml

Penicillin-Streptomycin (Gibco), 0.1 mM 2-Mercaptoethanol (Gibco). For 2i + LIF, N2B27 was supplemented with 3mM

CHIR99021 (Axon), 1mM PD98059 (Cell Signaling Technology) and 1,000 U/ml LIF (Chemicon). Media was exchanged daily.

Cells were passaged every 2-3 days by incubation with Accutase (Gibco) for 2-3 min at 37�C, dissociated to a single cell suspen-

sion. Cells were counted using a cell counter (BioRad), collected by centrifugation at 1000rpm for 4 min, then seeded at a density of

120-200x103 cells per 6 cm plate. Cell lines were routinely tested and confirmed negative for mycoplasma.

Generation of knockout and transgenic ES cell lines
To generate knockout cell lines, gRNAs were designed using the CRISPOR tool65 against sequences in exons 1 to 3 (key resources

table). One to two gRNAs per gene with MIT score >70 were chosen, phosphorylated oligos ordered from Sigma and cloned into

pSpCas9(BB)-2A-Puro (PX459) V2.0 (Addgene, Plasmid #62988) or pSpCas9(BB)-2A-GFP (PX458) (Addgene, Plasmid #48138)

according to standard protocol.66

To generate the TetON-Lmx1a-IRES-GFP cell line, the mouse Lmx1a CDS was amplified from cDNA and IRES-GFP was amplified

from a commonly used plasmid in the lab. PB-TRE-EGFP-EF1a-rtTA (Addgene, Plasmid #104454) was digested with NheI and KpnI

and the Lmx1a CDS and IRES-GFP fragments were inserted using the In-Fusion HD Cloning kit (Takara).

The CAG-NLS-mScarlet-I-NLS-IRES-Puromycin plasmid used for generating a reporter cell line (referred to as mScarlet-I-NLS in

this study) was previously described67 and obtained as a gift from A. Miller and N. Papalopulu.
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A total of 3-4 mg of plasmid DNA was electroporated into 3-4x106 early passage ES cells using the Amaxa Nucleofector II (Lonza)

program A-023. Electroporated cells were seeded onto a gelatin coated 10cm CellBind plate (Corning) and cultured in 2i+LIF. The

following day, 2i+LIF was supplemented with 1-2 mg/mL puromycin (Sigma) for 48 hours (or longer for the TetON-Lmx1a-IRES-

GFP and mScarlet-I-NLS lines), or FACS sorted for GFP expression. For the knockout and TetON-Lmx1a-IRES-GFP line, after addi-

tional 5-7 days in 2i + LIF, individual colonies were picked into 96-well plates, dissociated using Accutase and plated onto feeder cells

(mouse embryonic fibroblasts (MEFs) isolated from E13.5 mouse embryos mitotically inactivated by Mitomycin C treatment) in

96-well plates in ESC medium + 1,000 U/ml LIF. ESC medium comprises KnockOut-DMEM, 1% FBS (Pan Biotech), 100 U/ml

Penicillin-Streptomycin (Gibco), 2 mM L-Glutamine or Glutamax), 1x MEM Non-Essential Amino Acids Solution (Gibco) and

0.2 mM 2-Mercaptoethanol (Gibco). Lmx1a-overexpressing clones were grown in puromycin until the start of an experiment.

Lmx1a expression was induced using 2mg/ml doxycycline at t = 0h. The population of mScarlet-I-NLS cells was grown in puromycin

until the start of the differentiation experiment.

A replica plate without feeder cells was used for DNA isolation and genotyping. Knockouts were identified as lines that had large

deletions and resulting frameshift mutations in early exons. Absence of gene product was confirmed by immunofluorescence where

antibodies were available. Selected clones were expanded on feeder cells in ESC medium for 2-3 passages and then transferred to

N2B27 + 2i + LIF.

Cell differentiation
For differentiation experiments, �2,600 cells per cm2 were plated in N2B27 medium + LIF (1,000 U/ml) on CellBIND dishes pre-

coated with 0.1 % gelatin (Sigma) and incubated overnight. Differentiation was initiated by adding N2B27 medium supplemented

with 10 ng/ml bFGF for 48 hours, followed by a pulse of 10 ng/ml bFGF + 5 mM CHIR99021 for 24 h.25 Subsequently, the medium

was changed to N2B27 supplemented with 100 nM RA and BMP4 at the indicated concentration for the indicated amount of

time. Addition of RA + BMP4 is considered as t=0h.

To differentiate cells on stencils, PDMS stencils were fabricated to fit 2-well m-slide ibiTreat dishes following a custom protocol29

based on Folch et al.68 Stencils wells were 300 mm in diameter, 210 mm in height, and were spaced 600 mmapart. Prior to plating cells

on stencils, 1.5–1.8million cells were plated on 100mmCellBIND dishes and cultured overnight in N2B27medium + LIF (1,000 U/ml),

and then in N2B27 medium + 10 ng/ml bFGF for 24h. Cells were then replated on stencils on the second day of bFGF treatment. For

this, stencils were placed into the wells of 2-well m-slide ibiTreat dishes pre-coated with 0.1 % gelatin (Millipore) and dried for

�30min. Stencils were covered with a 1:1 mix of Neurobasal Media (Gibco) and DMEM/F12 (Gibco) medium and dishes were placed

into a desiccator to remove air bubbles. After 24 h in N2B27 + bFGF, cells were dissociated from the 100mmdishes and 2.8–3Mcells

per well were seeded on the prepared 2-well dishes in N2B27 medium with 10 ng/ml bFGF + 10 mM Y-27632 ROCK inhibitor (Tocris)

media for 3 h. Cells were then washed and further cultured in N2B27 + 10 ng/ml bFGF. The next day, the stencils were removed, and

the differentiation protocol continued with the media change as described above from day 3 onwards.

To differentiate cells on restricted micropatterned surfaces (Figure S1D), we used micropatterned glass chips Arena A 500 mm

diameter (Cytoo). Chips were coated overnight with 1:40 dilution of laminin (Sigma) in PBS in a humid chamber, then placed into

the well of a 6-well dish and washed 2x with PBS. Similar to plating on stencils, 3 M cells on the second day of bFGF treatment

were plated onto the chips in N2B27 medium with 10 ng/ml bFGF + 10 mM Y-27632 ROCK inhibitor (Tocris) and washed 3 h after

plating.

To inhibit BMP signaling, cell culture medium was supplemented with 1 or 3 mM LDN-193189 (Tocris) at the indicated times. In

Figure S3, colonies were treated with 10 mM Y-27632 ROCK inhibitor (Tocris).

To measure the LMX1A half-life, cells were treated at t = 72h with 10 mM cycloheximide (Cell Signaling Technology).

Mouse strains
All work with animals was approved under the license BMWFW-66.018/0006-WF/V/3b/2016 from the Austrian Bundesministerium

f€ur Wissenschaft, Forschung und Wirtschaft. All procedures were performed in accordance with the relevant regulations. The

CD-1 outbred mouse strain (Charles River) was used to obtain wildtype embryos for analysis. Transgenic strains were maintained

onto CD-1 background. The following strains and respective genotyping protocols were previously described: Wnt1-Cre2 (JAX:

022501, Lewis et al.69), Sox2CreERT2 (JAX: 017593, Arnold et al.70), NogFlox (JAX: 016117, Stafford et al.71). Experimental animals

were kept in an individually ventilated caging (IVC) systemwith a 12h light/12h dark cycle and temperature ranging from 21–25�C. 4–5
micewere housed per 501 cm2 cage (GM500), andwith free access towater and food. For timedmatings, 2–3 females > 10weeks old

were housed together with 1 male and checked for vaginal plugs twice daily. Plug-positive females were separated into individual

cages and supplied with enriched environment. Pregnant mothers were intraperitoneally injected with 4mg tamoxifen in sunflower

oil at the indicated developmental stages and the cages were kept in ventilated cabinets until the day of sacrificing. Embryos

were dissected and fixed according to developmental stage, and embedded in gelatin for cryosectioning. Yolk sacs were collected

for genotyping.
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METHOD DETAILS

Immunostaining and imaging
Cultured cells were fixed for 18 min on ice with cold 4% PFA. Samples were incubated in PBST (PBS + 0.1% Triton X-100) 3x 5-

10min, then 2-3 h in blocking buffer (PBST + 1%BSA) at room temperature, followed by incubation with primary antibodies overnight

at 4�C, 3 washes 5-10 min each in PBST, secondary antibodies and DAPI (Sigma) for 2 h at room temperature, 3 washes 5-10 min

each in PBST. Samples were stored in Ibidi mounting medium (Ibidi). Antibodies used are listed in the key resources table. The DBX1

antibody was a gift from A. Pierani.72

Mouse embryos were fixed and cryoprotected as previously described.73 For immunostaining of transverse sections, slides were

incubated for 20 min at 42�C in PBS, then in PBS + 0.1% Tween + 1%BSA for 2 h at room temperature, in primary antibody solution

overnight at 4�C, washed 3x for 5-10 min with PBS + 0.1 % Tween, in secondary antibodies and DAPI for 2 h at room temperature,

then washed 3x for 5-10 min with PBST and mounted in ProLong Antifade Mounting medium (Invitrogen).

For whole mount embryo preparations, E8.5 embryos were fixed for 50 min in 4 % PFA then washed 3x 5-10 min in PBS + 0.1 %

Tween, and dehydrated using a Methanol series (25, 50, 75, 100 %) and stored at -20�C. For immunostaining, embryos were rehy-

drated, washed in PBST and incubated in primary antibody at 4�C overnight, followed by 3x 5 min washes in PBST and a long wash

overnight, followed by overnight incubation in secondary antibody solution, 3x 5-10 min washes and another overnight wash.

Embryos were mounted in Prolong Antifade Mounting Medium.

Images of ESC colonies were acquired on an inverted Zeiss LSM800 confocal microscope with GaAsP PMTs, using Plan Apo 10x/

NA 0.45 or Plan Apo 20x/NA 0.8 objectives, z-stacks with at least 15% overlap. Whole mount (Figure 7) and Lmx1a (Figure S1) HCRs

were imaged on a Nikon Spinning Disk CSU-W1 with a pinhole size of 25 mm using CFI Apo LWD l S 20x WI/NA 0.95 water and CFI

Plan Apo l 60x oil/NA 1.4 oil objectives. Tile scans were stitched using Imaris stitcher.

Time lapse imaging
For the live imaging, wildtype HM1 and mScarlet-I cell lines were differentiated as above until they were replated on stencils, where

wildtype and mScarlet-I-NLS cells in suspension were combined at a 7:3 ratio. The differentiation was then continued and at t=0h

cells in one well of the IBIDI 2-well slide were supplemented with 0.5 ng/ml BMP4 + RA and in the other with 3 ng/ml BMP4 + RA.

Colonies were imaged from t=8h to 24 h with images taken every 20 min on a Nikon CSU-W1 spinning disc confocal microscope

with incubation chamber at 37�C and 5%CO2 which was allowed to equilibrate for 1h prior to imaging. Imaging was conducted using

a CFI Plan Apo l 20x air / 0.95/ 0.17-0.25vmm (MRD00205) with a pinhole diameter of 50 mm. Following live imaging, colonies were

fixed, immunostained and reimaged using the saved positions from the time lapse data. AP2ALPHA positive neural crest progenitors

were identified and tracked back to their starting positions.

Hybridization chain reaction
HCR probes (HCR v3.074) were ordered fromMolecular Instruments. For HCR on 2-well ibidi slides, the ‘‘Protocol for mammalian cell

on a chambered slide’’ (https://www.molecularinstruments.com/hcr-rnafish-protocols, Revision Number: 4) was followed with minor

modifications. Briefly, cells were washed with PBS, fixed with 4% PFA for 20 min on ice, washed 3x with PBS, and stored in 70 %

EtOH at -20�C overnight to a maximum of 3 weeks. EtOH was aspirated and samples were dried for �30 min at room temperature.

After 2 washes with 2x SSC, samples were prehybridized in probe hybridization buffer at 37�C for 30-60 min. Samples were incu-

bated with 1.2 pmol of each probe at 37�Covernight. Following 4x 5min washes with probe wash buffer at 37�C and 2x 5min washes

with 5x SSCT at room temperature, samples were pre-amplified in amplification buffer for 30-60 min at room temperature. Samples

were incubated overnight with 18 pmol of each snap-cooled hairpin in amplification buffer at room temperature. After 2x 5 min

washes with 5x SSCT at room temperature, samples were incubated for 5 min in 5x SSCT with DAPI, followed by another 2x

5min washes with 5x SSCT. Ibidi mounting medium was added to the samples that were then stored at 4�C prior to imaging. For

performing immunofluorescence staining post HCR, after the washes cells were washed 3x 5 min with PBST and then subjected

to the immunostaining protocol described above, starting from incubation in blocking buffer.

For HCR on tissue sections, ‘‘In situ HCR v3.0 protocol for sample on slide’’ (https://www.molecularinstruments.com/hcr-rnafish-

protocols, Revision Number: 4) was followed with minor modifications. Briefly, embryos were dissected in cold PBS and fixed for

50 min in 4% cold PFA on ice. Embryos were washed 3x 5 min in cold PBS and incubated in 15% sucrose at 4�C for 1-6 h. Brachial

regions were further incubated in 30% sucrose (except for e8.5 where whole embryos were incubated) for 2 h - overnight. The tissue

was then incubated in a 1:1mix of 30%sucrose:OCT for 1-2 h, then inOCT for 1-2 h, then transferred to amold, and frozen on dry ice.

OCT blocks were cryosectioned into 14 mm thick sections and stored at -80�C. For HCR, slides were air-dried for 5-10 min and post-

fixed for 15min in 4%PFA. Slides werewashed 2x 10min in cold PBS and then incubated in 70%EtOH for 10min on ice, followed by

incubation in 70 % EtOH for 4 h - overnight at -20�C. Slides were washed 3x in Hybridization Wash Buffer (10 % Formamide in 2x

SSC), dried and then incubated in probe hybridization buffer for 10 min at 37�C in a humidified chamber. The tissue was incubated

overnight in hybridization buffer containing 0.4 pmol of each probe mixture, which was covered with Parafilm to prevent evaporation.

Slides were washed in probe wash buffer for 5min, then increasing % of 5x SSCT in probe wash buffer 15 min each until 100% 5x

SSCT 15 min, all at 37�C, and 5x SSCT for 5 min at room temperature. Slides were dried and incubated in amplification buffer for
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30min at RT, followed by incubation with 6 pmol of each hairpin overnight, coveredwith Parafilm to prevent evaporation. Following 1x

5min wash with 5x SSCT + DAPI, 2x 30min 5x SSCT, 1x 5min SSCT, all at RT, the tissue on the slide was covered with Prolong Gold

and a glass coverslip.

For HCR of whole-mount mouse embryos, ‘‘HCR RNA-FISH protocol for whole-mount mouse embryos’’ (https://www.

molecularinstruments.com/hcr-rnafish-protocols, Revision Number: 9) was followed with minor modifications. Briefly, e8.5 mouse

embryos were dissected in cold 4 % PFA and fixed overnight at 4�C. Embryos were washed 2x 5 min with PBST, dehydrated

with a series of graded methanol/PBST washes on ice 10 min each, then stored in 100 % methanol at -20�C. After rehydration to

PBST with a series of graded methanol/PBST washes on ice 10 min each, embryos were washed 2x 5 min in PBST at room temper-

ature and then incubated in 10 mg/ml proteinase K in PBST for 10 min at room temperature. Embryos were washed 2x 5 min with

PBST, postfixed with 4% PFA for 20 min at room temperature, and again washed 3x 5 min with PBST. Embryos were incubated first

for 5min, then for 30min in probe hybridization buffer at 37�C, and then incubated overnight in probe hybridization buffer containing 2

pmol of each probe set. This was followed by 4x 15 min washes with probe wash buffer at 37�C, 2x 5 min washes with 5x SSCT at

room temperature, 1x 5-30min in amplification buffer at room temperature, incubation overnight in amplification buffer containing 30

pmol of each hairpin. On the next day, embryos were washed 2x 5 min in 5x SSCT, 1x 30 min in 5x SSCT + DAPI, 1x 30 min in 5x

SSCT, 1x 5 min in 5x SSCT and then mounted on a glass slide.

RT-qPCR
RNAwas extracted from cells cultured in 12-well plates using the Purelink RNAMini Kit (Invitrogen). DNAwas removed by incubating

the preparation on the column with Purelink DNase (Invitrogen). RNA was quantified and stored at -80�C. cDNA was generated from

500 - 2000 ng total RNA using SuperScript III (Invitrogen) with random hexamer primers. Quantitative RT-PCR was performed in

triplicates using Roche Lightcycler 480 SYBR Green in 384-well format.

RNA-seq sample preparation
Cells differentiated on stencils were dissociated into single cells and pelleted by centrifugation. Three biological replicates per time-

point and condition were collected. Sequencing libraries were prepared by the VBC Sequencing facility using NEB poly-A stranded

kit. Pooled libraries were sequenced on the NextSeq2000 P3 (paired-end 50bp reads).

RNA-seq data analysis
RNA-seq reads were trimmed using Trim galore v0.5.0 (https://github.com/FelixKrueger/TrimGalore), aligned to the GRCm38

genome using STAR aligner v2.6.0c (https://github.com/alexdobin/STAR) and counted using GeneCounts. Gene count tables

were imported into R (v4.3.0) (R Core Team) and converted to a DESeq data set using DESeqDataSetFromMatrix (https://

bioconductor.org/packages/release/bioc/html/DESeq2.html). Log2 fold change relative to BMP4 concentration 0 ng/ml or

time =0h (as indicated) was calculated using DESeq275 library in R. Regularized log transform of counts was used for heatmaps

when comparing over time. Heatmaps were generated using the pheatmap library in R. FPKM values were generated using the

edgeR library in R.76

RNA-sequencing data generated in this study is available at GEO (Gene ExpressionOmnibus, https://www.ncbi.nlm.nih.gov/geo/),

accession number GSE247069.

QUANTIFICATION AND STATISTICAL ANALYSIS

Fluorescence intensity profiles in differentiated cells
Fluorescence intensity (FI) profiles in maximum intensity projection images of antibody stainings of colonies differentiated on stencils

were measured as a function of the radial distance from the colony center using a custom script in Python 3 (https://github.com/

dbrueckner/NeuralTubeColonies, https://doi.org/10.5281/zenodo.13335390). Specifically, we identify the position of the colony cen-

ter Xc using the SOX2 FI by taking the mean position Xi = ðx; yÞ of all pixels multiplied by their respective SOX2 FI FISOX2ðX iÞ: i.e.

Xc =
XN2

i = 0
X iFISOX2ðX iÞ

for an image with N x N pixels with indices i. Thus, the radial distance of every pixel from the inferred colony center is ri =ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðX i � XcÞ2

q
. The radial fluorescence intensity profile of the protein or gene of interest is then measured using the average FI as

a function of the radial coordinate faðrÞ = CFIaðXÞjr = riD. Colonies that were strongly asymmetric due to distortions during the

culture or sample preparation process were excluded from analysis.

After the spatial FI profiles were measured, the maximum intensity value of each profile was identified and used as a data point in

further analysis. Within a given experiment that includes different conditions or time points, all colonies were processed and imaged

in an identical manner and therefore the fluorescence intensities are comparable. Within each experiment, background FI was deter-

mined from a time point or condition where there was no expression of the analyzed marker, and subtracted from data. To combine

data from independent experiment repeats, data points were normalized to the experiment mean for a defined time point (in most

cases we used the time point of maximal FI across the time course) or condition (in most cases, we used 0.5ng/ml BMP4).
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To obtain an estimate of the number of cells expressing a given protein of interest, we measured the area occupied by cells posi-

tively stained for that protein in maximum projection images. Threshold fluorescence intensities were determined using a negative

control sample with a custom script in Python 3 using Matplotlib’s imshow() and applied to all images of the same experiment.

Fluorescence intensity (FI) profiles in maximum intensity projection images of HCR stainings of colonies that were differentiated

without stencils (Figure S8C) were measured in rectangular ROIs through the colony center. The spatial FI profiles were split at

the center point between the colony edges which were determined based on SOX2 FI. The profiles for each colony half were

averaged and normalized as described above.

T/BRA and SOX2 colocalization in differentiated cells
Thresholds for SOX2 and BRA fluorescence intensities were determined using Huang’s fuzzy thresholding method in Fiji. Any pixels

greater than or equal to this level were considered positive. Percentages were calculated as the proportion of pixels positive both

SOX2 and BRA over all pixels positive for either SOX2 or BRA.

Fluorescence intensity profiles in embryos
Images of fluorescently labelled wholemounted embryos at E8.5 were analyzed in Fiji.77 Measurements were obtained by tracing the

edge of the SOX2+ neural plate in maximum intensity projections using the freehand line tool with width set to 12 mm. FI profiles were

obtained using the plot profile function. Profiles were smoothed using a rolling mean with a window size of 10. Profiles were normal-

ized to themaximum value of each trace and background subtracted. For Lmx1a and BRA, background was defined as theminimum

value of each profile. For pSMAD1/5 andNog, the background was estimated using regions of the embryo that did not express these

markers. To define the approximate position of the NMP region, we estimated the positions of the L1-L3 regions as described in

Wymeersch et al.78 in a subset of embryos. To this end, we estimated the position of the node from 3D z-stacks based on morpho-

logical appearance and the axial FI of Lmx1a andNoggin HCR. The L3 boundary position corresponds to 60% of the length from the

node to the posterior tip along the midline.

Biophysical model of BMP signaling dynamics
Specifying the reaction-diffusion system

The following section describes the derivation of the simplest reaction-diffusion network of BMP signaling dynamics that is consistent

with experimental observations. The radial symmetry of the system allows the reaction-diffusion equations to be written only as a

function of time and of the radial coordinate r. The system is simulated on a large domain 0< r <RN. To account for the finite size

of the colony, all production terms are non-zero only within the colony of radius R (by multiplying the production terms by the

Heaviside functionQðR � rÞ), while diffusion and degradation can also take place outside the colony. The hypothesized interaction

network for the ligand (BMP), BMP inhibitor (BMPi), phosphoSMAD1/5 (pSmad) and the transcription factor LMX1A (Lmx1a), whose

concentrations are written as fbðr; tÞ; iðr; tÞ; sðr; tÞ; lðr; tÞg, is denoted as a set of partial differential equations. BMP and BMPi are

diffusible species (with diffusion coefficients Db and Di).

The general set of equations used throughout are defined as:

vtb = DbDrb+Pbðs; lÞQðR � rÞ � dbb (Equation 1)
vt i = DiDr i +PiðsÞQðR � rÞ � dii (Equation 2)
vts = Psðb; iÞQðR � rÞ � dss (Equation 3)
vt l = Plðs; lÞQðR � rÞ � dll (Equation 4)

where Pk and dk are the production functions and degradation rates of species k. Since only the radial coordinate is modelled, only

the r-derivatives of the polar coordinate Laplacian are used:

Dr =
v2

vr2
+
1

r

v

vr
(Equation 5)

The dependencies of the production functions Pk are determined by the interactions in the reaction network outlined in Figures 4A

and 4G. Throughout, this model is solved subject to the following boundary conditions:

vrbð0; tÞ = 0 vrbðRN; tÞ = 0 (Equation 6)
vr ið0; tÞ = 0 vr iðRN; tÞ = 0 (Equation 7)
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using RN=R = 10 for computational simplicity. Since the system is subjected to a spatially homogeneous exogenous BMP input at

t = 0 with varying concentration denoted as b0, the following initial condition for BMP is used:

bðr; 0Þ = b0 (Equation 8)

The model suggests that the level of endogenously produced BMP far exceeds the exogenous BMP concentration, therefore the

predicted dynamics are not sensitive to the addition of exogenous BMP every 24h (see sensitivity analysis below); for simplicity,

exogenous BMP is implemented as b0. In experiments, there is no expression of pSmad or Lmx1a at t = 0 (Figures 1D, 1F, 2A,

and 2C).Therefore, the initial conditions are:

iðr;0Þ = sðr;0Þ = lðr;0Þ = 0 (Equation 9)

Together, Equations 1, 2, 3, 4, 5, 6, 7, 8, and 9 fully specify the reaction-diffusion system.

Simplified model of the first phase dynamics

To gain insight into first phase pSmad dynamics, a reduced network is explored (Figures 4A and S4A). To reduce the number of pa-

rameters, the simplest implementation with linear reaction kinetics for BMP and BMPi, and a generic Hill function for pSmad activa-

tion arising from a balance of BMP and BMPi levels, is considered:

vtb = DbDrb+ a
ðsÞ
b sQðR � rÞ � dbb (Equation 10)
vt i = DiDr i + a
ðsÞ
i sQðR � rÞ � dii (Equation 11)
vts =
bh

bh+ði=KiÞh
QðR � rÞ � dss (Equation 12)

where a
ðmÞ
n is the activation rate of species n by speciesm and Ki is the threshold at which pSmad production becomes sensitive to

BMPi concentration.

Non-dimensionalization. To reduce the number of parameters in the model, equations are non-dimensionalized. The non-dimen-

sionalization process for Equations 10, 11, and 12 is shown below. Equivalent steps are followed for the more complex models, for

which only the non-dimensionalized equations are given.

For comparing the behavior of normalized concentrations, the dimensions of each species’ concentration were removed. Further-

more, the dimensions of space were removed by normalizing the colony radius to R = 1, while keeping the time units in order to

facilitate comparison of the timecourses to experiment. First, the non-dimensionalization constants cm are defined for each species

m:

r = R~r b = cb
~b i = ci

~i s = cs~s (Equation 13)

These are substituted into Equations 10, 11, and 12:

vt ~b =
Db

R2
D~r

~b +
a
ðsÞ
b cs

cb

~sQð1 � ~rÞ � db
~b (Equation 14)
vt~i =
Di

R2
D~r
~i +

a
ðsÞ
i cs

ci

~sQð1 � ~rÞ � di
~i (Equation 15)
vt~s =
a
ðbÞ
s

cs

bh

bh+

�
ci
~i

cbKi

�h
Qð1 � ~rÞ � ds~s (Equation 16)

fcb; ci; csg can be freely set such that three parameter combinations can be set to unity. Setting the prefactor of each concentration

term to unity yields:

cb = a
ðsÞ
b aðbÞs ci = a

ðsÞ
i aðbÞs cs = aðbÞs (Equation 17)

Thus, the non-dimensionalized versions of Equations 10, 11, and 12 are:

vt ~b = ~DbD~r
~b + ~sQð1 � ~rÞ � db

~b (Equation 18)
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vt~i = ~DiD~r
~i + ~sQð1 � ~rÞ � di

~i (Equation 19)
vt~s =
bh

bh+ð~i= ~KiÞh
Qð1 � ~rÞ � ds~s (Equation 20)

with ~Dm = Dm=R
2 and ~Ki = a

ðsÞ
b Ki=a

ðsÞ
i . Note that, if desired, time can be additionally be non-dimensionalized by setting t = ~t= db,

giving time units of 1=db. However, here, time is kept in units of hours for more intuitive comparison to experiments. Relabeling all

variables to drop the tilde yields the non-dimensionalized equations used through the rest of the text:

vtb = DbDrb+ sQðR � rÞ � dbb (Equation 21)
vt i = DiDr i + sQðR � rÞ � dii (Equation 22)
vts =
bh

bh+ði=KiÞh
QðR � rÞ � dss (Equation 23)

where QðR � rÞ was reintroduced for clarity and R = 1 is assumed throughout. Note that the consequences of changing reaction

rates that have been removed in the process of non-dimensionalization can still be explored. For instance, the consequences of

changing a
ðsÞ
b , or model inhibitor knock-out models were explored by changing a

ðsÞ
i . In this case, the corresponding reaction terms

are simply rescaled by a dimensionless prefactor (see below).

Steady-state analysis of the first phase network. Based on the simulations of Equations 21, 22, and 23, the spatial profiles of pSmad

have a near-constant length scale over time, consistent with experiments. Thus, the temporal dynamics of the circuit are captured by

the maximum levels of pSmad signaling at every time point. These dynamics are approximately described by a set of ordinary dif-

ferential equations for the concentrations at the colony edge, which allows the analytical solution for the steady-state concentrations

as a function of the different model parameters:

db

dt
= a

ðsÞ
b s � dbb (Equation 24)
di

dt
= s � dii (Equation 25)
ds

dt
=

bh

bh+ði=KiÞh
� dss (Equation 26)

In the experiments, the system is subjected to an initial exogenous BMP concentration to which it responds by pSmad activation

and subsequent production of endogenous BMP and BMPi. Within the framework of themodel, the temporal response of the system

to the initial condition Equation 8 was characterized, and its subsequent approach to a steady state denoted by b�.

b� =
a
ðsÞ
b

db

s� (Equation 27)
i� = s�=di (Equation 28)
s� =
1

ds

�
a
ðsÞ
b

.
db

�h

�
a
ðsÞ
b

.
db

�h

+ð1=ðKidiÞÞh
(Equation 29)
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The dependence of the steady-state concentrations as a function of parameters in Figures S4B–S4D show that there are three

possible parameter regimes with different behaviors:

d Regime I: near-zero-steady state: b�z0. For very lowBMPproduction a
ðsÞ
b , the steady-state BMPconcentration is nearly zero in

this model.

d Regime II: non-zero steady state approached from below: b0 <b�. At larger values of BMP production a
ðsÞ
b , the BMP steady

state is non-zero and can be approached from below, i.e. the initial exogenous BMPconcentration is lower than its steady-state

value.

d Regime III: non-zero steady state approached from above: b0 >b� > 0. Alternatively, in the non-zero steady state regime, the

initial condition may be larger than the steady state BMP concentration.

Simulations for the full spatio-temporal model (Equations 21, 22, and 30), indicate that the steady-states of this model are in agree-

ment with the simplified analysis above (Figure S4E). Importantly, the timing of the pSmad maximum appears robust across these

three regimes, as it is determined by the relative delay between BMP and BMPi concentrations (Figures S4E and S4G, inset).

However, the three parameter regimes exhibit quantitatively different downregulation from the first phase peak as quantified in

Figures 4C and S4F.

The parameters corresponding to regime III most closely agree with key experimental observations (rapid upregulation with strong

subsequent downregulation of the first peak, pSmad concentration is finite at long times in the Lmx1a KO, no endogenous BMP pro-

duction in the system at early timepoints).

Crucially, none of the three parameter regimes can result in oscillations in which the second peak has a similar amplitude as the

first one, as observed in the experimental dynamics, even when additional parameters such as the inhibitor time-scale are varied

(Figure S4H). Thus, additional species and interactions were considered to explain the experimental observations.

Modeling the edge activation of pSmad

This study aims to investigate the temporal dynamics of pSmad signaling, which, according to the model, is qualitatively unaffected

by the specifics of the spatial dynamics. Nevertheless, possible implementations of themodel that can account for the higher pSmad

activation observed at the colony edge are considered.

Throughout the manuscript, the simple assumption that the boundary cells have increased sensitivity to BMP ligands is made,

similar to what has been observed in previous work.22 To incorporate the stronger activation of pSmad by BMP near the colony

edge, Equation 23 is modified as follows:

vts =
bh

bh+ði=KiÞh
1+Afðr � RÞ

1+A
QðR � rÞ � dss (Equation 30)

with fðxÞ = exp½ � x2 =ð2s2Þ�. This model also captures an enhanced pSmad activation at the colony edge (Figure S5A).

To test this possibility from a theoretical perspective, the spatial profiles during the first phase of the dynamics are considered.

When BMP and BMPi diffuse equally fast, their concentration profiles are predicted to peak at the colony center. This is because

BMP and BMPi are produced within the colony, but are free to diffuse and degrade outwards (Figure S5B). In this scenario, pSmad

activation occurs approximately uniformly throughout the colony, which is in contrast to the experimentally observed higher pSmad

levels at the colony periphery. By contrast, the model indicates that when BMPi diffuses faster than BMP, this leads to a shallower

gradient of BMPi at the edge compared to BMP. This causes locally enhanced pSmad activation at the edge, activating a positive

feedback loopwhere consequently more BMP is produced locally, enhancing the edge effect (Figure S5B). This effect becomesmore

pronounced with increasing Di=Db (Figure S5B). This indicates that fast inhibitor diffusion leading to reduced inhibitor concentration

at the colony edge is a plausible mechanism that could explain how pSmad activation at the edge arises.

To test this, colonies were cultured without removing the stencils, thus preventing lateral diffusion from the edge. In contrast to

control colonies, exposure to BMP4 did not result in pSmad1/5 activation in these confined colonies (Figure S3B), which is consistent

with an inhibitor diffusion model.

Next, assumptions on how the increased sensitivity of the edge cells arises in the system are tested. In the colonies, the activation

of pSmad1/5 occurred beyond the first row of cells that are localized directly at the edge (Figures 2A, 2B, and 5F), suggesting

that lateral receptor accessibility is not the main cause of the stronger response at the edge. Furthermore, the edge activation of

pSmad1/5 also occurred in the presence of the ROCK inhibitor Y-27632 which reduces cortical tension (Figure S3A), arguing against

a mechanical effect. An alternative possibility is that diffusion of a uniformly expressed BMP inhibitor away from the colony results in

lower inhibitor concentrations and thereby higher activation of pSmad at the edge.

Expanded models including second phase dynamics

To capture the second phase of the experimental dynamics the possibility that Lmx1a, which was shown to activate BMP ligand pro-

duction,34,35 plays a key role in mediating the upregulation of pSmad in the second phase was explored (Equation 31). Furthermore,

the observation that BMP signaling can promote Lmx1a expression is incorporated11 (Equation 34). In the simplest approach, a

model in which Lmx1a production is determined only by pSmad levels is explored:

vtb = DbDrb +
h
s + a

ðlÞ
b l
i
QðR � rÞ � b (Equation 31)
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vt i = DiDr i + sQðR � rÞ � dii (Equation 32)
vts =
bh

bh+ði=KiÞh
QðR � rÞ � dss (Equation 33)
vt l = PlðsÞQðR � rÞ � dll (Equation 34)

Linear model of Lmx1a activation by pSmad. Modelling the simplest possibility of linear activation of Lmx1a by pSmad, PlðsÞ = s

(with no rate parameter due to non-dimensionalization, see above) introduces two additional free fitting parameters: (1) the degra-

dation rate of Lmx1a dl, which determines the time-scale of its response; (2) the activation rate of BMP by Lmx1a a
ðlÞ
b . These param-

eters were therefore varied to test whether this model can capture the experimental dynamics. At large Lmx1a time-scales tl = 1=

dla20h, this model captures the basic qualitative separation of the two phases of signaling, with a first pSmad peak, and a second

phasewith slowly increasing pSmad levels (Figure S6A). However, this model fails to quantitatively capture other features of the data:

Lmx1a concentrations are predicted to rise gradually from t = 0, whereas in experiments, Lmx1a protein is not observed before 24h

(Figures 1D and 1F). This is a fundamental limitation of this linear model: given that the maximal intensities of pSmad are similar in the

first and second phases, a linear relation between pSmad and Lmx1a would always predict similar levels of Lmx1a production in the

first and second phase, which is in contrast to the experimental observation. Therefore, next a potential nonlinearity in the Lmx1a

dynamics was investigated to better capture the experimentally observed slow upregulation of Lmx1a and experimentally measured

time-scale of Lmx1a degradation. To this end, the key time-scale parameter tl was inferred from experiments to constrain the model

search as follows.

Inference of time-scale parameters from experimental data. To measure tl, the decay of Lmx1a levels was measured upon exper-

imentally inhibiting protein production using cycloheximide at T = 72h. The decay dynamics indicate the degradation rate of the

protein, corresponding to no further activation of Lmx1a in the model:

vt l = � dll / lðt � TÞ = lðTÞe�dl t (Equation 35)

Next, ts = 1=ds was measured by experimentally inhibiting BMP signaling using the BMP receptor inhibitor LDN193189 at T =

72h, and monitoring the subsequent decay of pSmad levels. Since LDN disrupts all BMP signaling, this is equivalent to setting as

to zero at T = 72h in the model and monitoring the subsequent decay dynamics. These are then given by

vts = � dss / sðt � TÞ = sðTÞe�dst (Equation 36)

Based on exponential fits to the data as shown in Figure 4H, the following values were obtained

1=dsz0:63±0:04 h; (Equation 37)
1=dlz6:7±0:8 h: (Equation 38)

corresponding to half-lives t
ðkÞ
1=2 = lnð2Þ=dk :

t
ðsÞ
1=2 z0:43±0:03 h; (Equation 39)
t
ðlÞ
1=2 z4:7±0:5 h: (Equation 40)

for pSmad and Lmx1a, respectively. Thus, the intrinsic response time of pSmad is much faster than the experimentally observed

pSmad upregulation in the second phase, indicating that the second phase upregulation reflects the dynamics of slower pathways

that regulate pSmad. Furthermore, Lmx1a, despite having much slower timescale than pSmad, is faster than suggested by the

simplified linear model of pSmad dependent regulation. Altogether, this suggests that the experimentally observed time scales

are incompatible with a simple linear model of Lmx1a activation by pSmad.

Nonlinear model of Lmx1a activation by pSmad. Nonlinear activation of Lmx1a by pSmad alone was implemented as follows:

PlðsÞ =
sh

sh+Kh
l

: (Equation 41)

Given the measured Lmx1a degradation rate (Equation 38), this model is also unable to capture the pronounced two-phase

behavior (Figure S6B). Specifically, for any parameter combination, Lmx1a responds early on during the first phase of the dynamics,

due to its relatively fast response time-scale. As above, this is a generic issue with this model due to the fact that pSmad maximal
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levels are similar during the first and second phase, leading to similar values of PlðsÞ in both phases even in a non-linear model. Thus,

it is a generic feature of this model that the pSmad and Lmx1a dynamics will follow each other closely. Overall, given the measured

degradation time-scales of pSmad and Lmx1a, a model of Lmx1a activation by pSmad alone is unable to capture the two-phase

dynamics observed in experiments.

Expanded model with positive feedback on Lmx1a expression

Given the inability of both linear and non-linear models of Lmx1a activation by pSmad alone to accurately predict Lmx1a dynamics,

the model was extended so that Lmx1a is weakly activated by pSmad with rate a
ðsÞ
l , and in addition, engages in a positive feedback

loop to promote its own production. This was implemented as (1) a self-activation of Lmx1a, (2) positive feedback by Wnt, so that

Lmx1a activatesWnt, andWnt activates Lmx1a. These twomodels are consistent with each other, demonstrating that the key aspect

of the model is the presence of a positive feedback loop. The Wnt model is used throughout unless otherwise specified, while direct

self-activation results are shown below.

Positive feedback through Lmx1a self-activation. Given the inability of the linear model to accurately predict Lmx1a dynamics, the

self-activation of Lmx1a to promote its own production, while pSmad provides only a weak direct activation of Lmx1a with rate a
ðsÞ
l ,

was considered. The self-activation of Lmx1a is captured by a Hill function, in which Kl is a non-linear threshold of self-activation:

vt l =

"
a
ðsÞ
l s +

lh

Kh
l +l

h

sh

Kh
s+s

h

#
QðR � rÞ � dll: (Equation 42)

In addition, a second Hill function dependent on pSmad was included, thus positing that the Lmx1a self-activation is pSmad-

dependent. This is required to capture the decay of Lmx1a upon LDN treatment (Figure S7C), as it would otherwise continue to

self-activate without decay. This additional Hill function does not otherwise strongly influence the model dynamics.

This model is the simplest implementation of non-linear dynamics which agrees with the LDN experiment, and adds two key

parameters, a
ðsÞ
l and Kl. Varying both of these parameters recapitulates the experimentally observed dynamics in parameter regions

where the weak activation of Lmx1a by pSmad crosses the threshold once the first phase peak has decayed (Figure S6C). This cue

from pSmad into Lmx1a therefore ensures that the signal is relayed from the first to the second phase.

Positive feedback through Wnt. The experimental results suggest that Wnt signaling and Lmx1a positively regulate each other

(Figure 4H), motivating a model where Wnt mediates the positive feedback on Lmx1a, such that Wnt activates Lmx1a and Lmx1a

activates Wnt. Wnt is introduced as a diffusible species wðr; tÞ as follows:

vt l =

"
s + a

ðwÞ
l

wh

Kh
l +w

h

sh

Kh
s+s

h

#
QðR � rÞ � dll (Equation 43)
vtw = DwDrw+ lQðR � rÞ � dww (Equation 44)

Note that in Equation 43, a second Hill function dependent on pSmadwas included, thus positing that the Lmx1a activation byWnt

is pSmad-dependent. As discussed above, this is required to capture the decay of Lmx1a upon LDN treatment (Figure 4C), as it

would otherwise continue to self-activate without decay.

This model is the simplest implementation of a positive feedback loop on Lmx1a through a third species, hypothesized to be Wnt.

Similar to the self-activation model, there are two additional key parameter a
ðwÞ
l and Kl that determine the dynamics (Figure S6D). For

ease of interpretation, the parameter a
ðsÞ
l is systematically varied, which is equivalent to varying a

ðwÞ
l and other associated Lmx1a

parameters. This model predicts upregulation of endogenous Wnt in the second phase, engaging in a positive feedback loop with

Lmx1a (Figure S9A). Note that Figure S8C indicates thatWnt activity (Axin2) is high also at the beginning of the timecourse - this effect

results from the preceding step of the differentiation protocol in which the Wnt pathway is transiently activated using CHIR. Unless

otherwise mentioned, this model is used in all main and supplementary figures.

Sensitivity analysis of the model

This section outlines how sensitive the model is to various assumptions and parameter choices. First, the sensitivity of the dynamics

to the continuous presence of exogenous BMP in the medium is tested by implementing a constant background production rate a0:

vtb = DbDrb + a0 +
h
s + a

ðlÞ
b l
i
QðR � rÞ � b: (Equation 45)

In the experiments, exogenous BMP corresponding to the initial concentration b0 is resupplied every 24h, therefore a0 = b0=

24h� 1. Simulations indicate that the changes to the dynamics are minimal, even for a two-fold higher background rate (Figure S9B).

This is the case, because the BMP produced in the model (corresponding to endogenously produced BMP in the default model

without a0) far exceeds the effective concentration of exogenous BMP, represented by b0 (by a factor of z40 for the lowest exog-

enous BMP concentration). Thus, the dynamics is dominated by the endogenous, rather than exogenous BMP. Differences in the

effective concentrations of exogenous and endogenous BMP could result frommultiple factors influencing the ability of these ligands

to spread and signal, such as post-translational modifications, dimer formation and others. Furthermore, the model captures a single

generic BMP ligand, while cells produce several BMP ligands (Figure S2C) which may have cooperative activities.79
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Second, the sensitivity of the predicted timecourse to the value of the diffusion coefficients is tested. For simplicity, all diffusion

coefficients are set to be equal, Db = Di = Dw = D. The same qualitative dynamics independent of the magnitude of the diffusion

coefficients was observed, although lower diffusion coefficients lead to a smaller delay in the onset of the second phase (Figure S9C).

More pronounced differences are observed when the diffusion coefficients of BMP and BMPi are not equal (see below).

Model predictions

Varying exogenous BMP concentration. A key prediction of the model is its behavior as a function of varying exogenous BMP

(exBMP) concentration. Experimentally, the response to the following set of concentrations is tested: f 0:5;1:5;3;5 g ng=ml. Tomodel

the varying exBMP concentrations, the following set of initial conditions are used:

bðr; t = 0Þ = fb0;3b0;6b0;10b0g; (Equation 46)

which represents the same relative increase in concentration as in the experiment. The amplitudes of the pSmad peak and minimum

levels in the first phase increase with exBMP concentration (Figures 5H, S11A, and S11C). This increase exhibits a saturating trend

well predicted by the model due to the nonlinearity in the pSmad inhibition (Equation 30), which implies a maximum rate of pSmad

production. The peak amplitude of key BMP inhibitors, including Noggin, exhibit a similar increasing trend with exBMP, as observed

experimentally in RNAseq (Figures S3C and S11B). In contrast, the model predicts that the duration of the first phase – defined as the

time elapsed between the first maximum and the minimum of pSmad concentration – is nearly constant as the exBMP concentration

is increased tenfold (Figures S11C and S11D). Specifically, the duration decreases by onlyz15%, while the amplitude increases by

z60%.

BMP inhibitor knockouts. To test the role of the BMP inhibitor species, a condition in which the production of the BMP inhibitor is

reduced was simulated (Figure S11E). A reduction by 30% for the Noggin knockout experiment corresponds to setting a
ðsÞ
i = 0:7 (as

defined in Equation 11), compared to its standard value in the non-dimensionalized set of equations of a
ðsÞ
i = 1. Because several

inhibitors of BMP are expressed upon BMP treatment in cultured cells (including Noggin, Smad6/7, Figure S3), this simple model

allows to predict how knocking out one of these inhibitors impacts the dynamics of the system.

Temporal behaviors predicted by the model. Phase diagrams of the typical pSmad and Lmx1a temporal dynamics as a function of

key parameter combinations were generated to explore the possible behaviors predicted by the model.

Specifically, behaviors as a function of BMP and Lmx1a activation rates by pSmad, a
ðsÞ
b and a

ðsÞ
l , respectively, are explored

(Figure S12A). To distinguish different classes of behaviors, two key aspects of the dynamics were quantified. To measure the

downregulation of pSmad after the first phase, the fractional downregulation D = 1 � smin=smax, where smax is the maximum pSmad

amplitude in the first phase, and smin is the amplitude of the subsequent minimum (Figure S12B), was defined. This definition is used

to quantify the degree of downregulation on a unique scale from 0 to 1. Since smin < smax by definition, and thus 0< smin=smax < 1, and

therefore D is between 0 and 1, with D = 1 if smin = 0 (complete downregulation) and D = 1 if smin = smax (no downregulation).

To measure the produced amount of Lmx1a, the Lmx1a concentration at the final timepoint, lfinal = lðt = 96Þ, is recorded

(Figure S12C). Based on these two quantities, three typical behaviors are observed (Figure S12A–S12C):

d first phase only: if the production rates are too low, the system fails to activate the Lmx1a self-activation loop, leading to failure

of the relay mechanism (bottom left corner). In the phase diagram Figure 4J, this phase is defined wherever lfinalz0.

d simultaneous phases: if the production rates are too high, Lmx1a self-activates before pSmadwas downregulated significantly,

leading to no clear separation between first and second phase (top right corner). In the phase diagram Figure 4J, this phase is

defined wherever pSmad is downregulated by less than 50% of its maximum amplitude, D< 0:5.

d temporal relay: between these two phases, we observe a broad parameter regime where a temporal relay with clear ordering of

phases, significant pSmad downregulation, and subsequent activation of Lmx1a is observed.

Similarly, the behaviors as a function of the BMP activation rates by pSmad, a
ðsÞ
b , and the initial exogenous BMP concentration b0

were investigated (Figure S12D). In addition, the downregulation of pSmad and final amplitude of Lmx1a were quantified

(Figures S12E and S12F). Similar qualitative behaviors as in Figures S12A–S12C were observed. Star symbols indicate the BMP

concentrations in the model for varying exogenous BMP concentration, which are in a regime where the temporal relay behavior

is robust to changes in the exogenous BMP concentration. Importantly, all parameter scans are performed in log-scale, meaning

that each parameter regime is robust for a broad range of parameters.

Parameter overview

The parameter scans described above constrain the parameters of the model, which are summarized in Table S1. Here, non-dimen-

sionalized parameters are shown. To provide re-dimensionalized values of the diffusion coefficients for comparison to literature

values, the following relation is used:

Ddim = DnondimR2 = 0:0013 ð53 300Þ2 mm2h-1 = 0:6 mm2s-1 (Equation 47)

with a final colony radius of z53 300 mm. This value is within the same order of magnitude of previously measured values of BMP

diffusion coefficients. The range of these estimates is rather broad across different systems, ranging from Dpp in fly (0:1 mm2s-180) to

BMP in zebrafish (1 mm2s-181,82). Importantly, the exact values of the diffusion coefficients do not strongly affect the predicted

timecourse (see sensitivity analysis above).
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Numerical implementation

The code used for model simulations is developed in Python 3 and is available at github (https://github.com/dbrueckner/

NeuralTubeColonies, https://doi.org/10.5281/zenodo.13335390). The reaction-diffusion partial differential equations (PDE) are

numerically integrated using NumPy.83 All simulations are sped up by just-in time-compiling using numba jit. Specifically, the time

derivative is approximated using Euler forward differences, and the spatial derivative using centered differences. The PDE is

simulated on a one-dimensional domain ½0;RN�. The following scheme for each species’ concentration ckðx; tÞ is used:

ckðr; t + dtÞ = ckðr; tÞ+ ½Dkgdiffckðr; tÞ + Pkðckðr; tÞ;
�
cjsk

�Þ � dickðr; tÞ�dt (Equation 48)

Here, gdiff is the operator for the second spatial derivative in polar coordinates, whose discrete form depends on the boundary

conditions. Closed (von Neumann) boundary conditions are used, enforcing vanishing flux at the boundaries, i.e.,

vckðr; tÞ
vt

ð0; tÞ =
vckðr; tÞ

vt
ðRN; tÞ = 0 (Equation 49)

Using these boundary conditions:

gdiff =

8>>>>>>><
>>>>>>>:

ckðr+dr; tÞ � 2ckðr; tÞ+ckðr � dr; tÞ
dr2

+
1

r

ckðr+dr; tÞ � ckðr � dr; tÞ
2dr

2ckðr+dr; tÞ � 2ckðr; tÞ
dr2

� 2ckðr; tÞ+2ckðr � dr; tÞ
dr2

(Equation 50)

is obtained.

To ensure sufficient spatial resolution of the profiles, dr is chosen to always be smaller than the smallest length-scale in the system:

dr = min½1; 0:2 3 min½flkg�� (Equation 51)

where lk =
ffiffiffiffiffiffiffiffiffiffiffiffiffi
Dk=dk

p
are the length-scales of the diffusive species. To ensure numerical stability, a parameter-adapted time interval dt

that satisfies the Courant- Friedrichs-Levy (CFL) criterion,84,85 is used. Specifically, the CFL criterion states that the time interval

should be smaller than a critical value

dtCFLðkÞ =
2dr2

4Dk+dkdr2
(Equation 52)

where Dk and dk are the diffusion constant and decay rate of each species k. The criterion for all species was evaluated and the time

interval chosen according to

dt = 0:23min
h
dt

ðkÞ
CFL

i
(Equation 53)
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